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Abstract—Current music emotion recognition (MER) systems rely on emotion data averaged across listeners and over time to infer the
emotion expressed by a musical piece, often neglecting time- and listener-dependent factors. These limitations can restrict the efficacy
of MER systems and cause misjudgements. We present two exploratory studies on music emotion perception. First, in a live music
concert setting, fifteen audience members annotated perceived emotion in the valence-arousal space over time using a mobile
application. Analyses of inter-rater reliability yielded widely varying levels of agreement in the perceived emotions. A follow-up lab-
based study to uncover the reasons for such variability was conducted, where twenty-one participants annotated their perceived
emotions whilst viewing and listening to a video recording of the original performance and offered open-ended explanations. Thematic
analysis revealed salient features and interpretations that help describe the cognitive processes underlying music emotion perception.
Some of the results confirm known findings of music perception and MER studies. Novel findings highlight the importance of less
frequently discussed musical attributes, such as musical structure, performer expression, and stage setting, as perceived across audio
and visual modalities. Musicians are found to attribute emotion change to musical harmony, structure, and performance technique more
than non-musicians. We suggest that accounting for such listener-informed music features can benefit MER in helping to address
variability in emotion perception by providing reasons for listener similarities and idiosyncrasies.

Index Terms—Music and emotion, music perception, inter-rater reliability, individual factors, live performance, music emotion recognition,
music information retrieval
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1 INTRODUCTION

MUSIC, like other forms of art, is subjective and response
to music is ultimately up to individual interpretation.

Music can both convey and evoke emotions [1]. Some com-
mon approaches used in the investigation of these emotions
involve self-reporting [2], through which participants can
actively report their own subjective experiences. This may
include perceived emotion, that which the listener recognises
the music is trying to convey, or induced emotion, that which
is felt by the listener in response to the music [3]. A single
musical work can express a range of emotions that vary
over time and across individual listeners [4], [5], [6]; thus,
self-reporting investigations may use time-based annotation
of emotions to help identify detailed, localised emotion
�cues� [7], [8], [9], [10].

Previous work using listener annotations has determined
that music features such as dynamics, tempo, mode,
melodic-harmonic progression and interactions, and sound
articulation impact perceived emotion [11], [12]. Continu-
ous-time music emotion recognition (MER) focuses heavily

on mapping musical features or low-level correlates to con-
tinuous emotion data [13], [14], [15]. Current machine learn-
ing approaches may ef�ciently predict listener perception,
but may also face confounding model performance [16],
[17], and often fail to address underlying cognitive pro-
cesses [18], [19]. Although low-level acoustic features, such
as Mel-frequency cepstral coef�cients (MFCCs), relate to
timbre perception [20] and are commonly used in predictive
emotion models [13], [21], [22], it is unknown how these fea-
tures in�uence perceived emotion and the features do not
submit readily to cognitive modelling [23], [24].

In the attempt to develop computational models linking
music and associated emotions, the subjective and unique
perspective of each individual listener has rarely been taken
into account [2], [25], [26]. Music emotion research often
requires the assessment of agreement among listeners; how-
ever, agreement in music emotion ratings from multiple lis-
teners is usually limited [16], [27], [28]. Variance between
listeners can be caused by numerous factors, including the
inherent subjectivity of individual perception, participants�
limited understanding of emotion taxonomies, ill-de�ned
rubrics used to rate emotion and insuf�cient rating training,
and the lack of controls on data collection when using
online or crowd-sourcing platforms. MER normally utilises
an average or majority emotion response as a target for explana-
tory or predictive models, or simply discards inconsistent
ratings from further investigation. This is a reductive way
of examining the problem; we must �rst understand the
reliability of emotion annotations, as �ndings of disagree-
ment between raters are still useful and may indicate that
emotion perception differs among individuals more than
previously thought [29]. This is evident in the MediaEval
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Database for Emotional Analysis in Music (DEAM)[16]: the
limited consistency in annotator ratings poses a reliability
issue when using averaged emotion annotations as �ground
truth� for the creation of a generalised model [30]. This has
driven analyses instead towards investigation of the dif-
ferences between annotators. In emotion modelling, the
divergence between participant annotations from this gen-
eralisation produces a natural upper bound for computa-
tional approaches and creates a serious bottleneck in MER
system performance [31]. Models that would go beyond
what humans agree upon perhaps lead to a systematic mis-
representation of how emotion perception occurs in an
empirical setting [29]. The present work was thus driven by
the research questions: (1) ”Does the agreement between listen-
ers on perceived emotion vary over the course of a musical piece?”,
(2) ”What are the connections between the emotions perceived and
the observed semantic features1? (3) ”What musical or individual
factors contribute to specific perceived emotions and emotion
change?”

In an initial study, time-based valence-arousal ratings
were collected during a live music performance (Live
study). In a secondary study, these emotion ratings were
explored through open-ended feedback from participants
in a controlled lab setting (Lab study). Through joint thematic
analysis [32] of participants� feedback built upon previous
�ndings [33], we have identi�ed seven key themes in�uencing
emotion annotations. The analysis highlights the impor-
tance of features such as instrumentation, musical structure,
expressive embellishments, and music communication as
being more closely aligned with underlying cognitive pro-
cesses. We thus propose a more comprehensive focus in
music emotion modelling to include these listener-informed
features. We believe attention to underlying semantic
themes will address emotional inconsistencies and redirect
the focus of MER systems to the listener experience.
Through the Lab study, we also investigate how listeners�
music backgrounds in�uence the cognitive processes
underlying music emotion perception. We provide a com-
prehensive summary of the connections between listener-
based features and related music information retrieval
(MIR) features by listing existing extraction tools and
related computational works. Finally, we explore how the
setting (live versus lab) can potentially in�uence music
emotion perception over time regarding agreement levels
and rating frequency.

2 LIVE STUDY: TIME-BASED AUDIENCE EMOTION

An initial Live study was conducted to explore agreement
in time-varying emotion ratings across audience members.
The listeners annotated their emotions in real-time with the
use of a web-based mobile application during a live music
performance.

2.1 Materials & Apparatus
2.1.1 Live Music Performance Context
Live music performance conducted in an ecological setting
may yield stronger emotion cues and enhance listener

experience, compared to recorded performances. This can
be due to the presentation of information found in the day-
to-day experiences of emotion, particularly in the perform-
er�s body language, movement, and facial expression [34],
[35]. The setting of a performance and the behaviour of the
audience also give context to the music�different venues
and musical genres have individual cultures and impose
distinct expectations on concert goers, which may elicit dif-
ferent musical responses [36], [37]. The use of live perfor-
mance thus provides a shared emotional listening context
for the audience.

2.1.2 Music and Setting
The music selected for this study was Arno Babajanian�s
(1921 - 1983) Piano Trio in F# minor (1952) performed by
Hilary Sturt (violin), Ian Pressland (cello), and Elaine Chew
(piano), with simultaneous visualisation of spectral art by
Alessia Milo. The piece was performed twice at the 2015
Inside Out Festival on 22 October at Queen Mary University
of London (QMUL). Audio and video were recorded by
Milo, and the �rst performance was chosen for this study.2

The approximately 23-minute piece presents three move-
ments with widely contrasting tempos (Table 1) and is not
well known to general audiences, thus likely to avoid famil-
iarity bias. The piece is still �rmly within the Western classi-
cal tradition. This allows us to relate the present research to
the majority of related MER research [38]; however, the per-
ception of this musical style may not be relevant to other
genres, as addressed in Section 5.2.

2.2 Annotation Interface
Participants annotated their perceived emotions using
Mood Rater, a smartphone-friendly web application, whilst
listening to the concert. Mood Rater was originally devel-
oped for the Mood Conductor framework [39] for participa-
tory music performance and was adapted for this study.
The interface (Fig. 1a) is based on the valence-arousal (VA)
space derived from the Circumplex Model of Affect [40].
The model proposes that most affective states can be associ-
ated with this two-dimensional space. The valence dimen-
sion describes how positive or negative an emotion is, while
the arousal dimension characterises the level of excitation.

TABLE 1
The Three Movements of Babajanian’s Piano Trio in F# Minor
With Performed Duration, Composed Tempo Markings, and

Respective Characteristics

1. Semantic features refer to the meaning expressed by music that
can be characterised in linguistic terms.

2. The performance can be found at: https://youtu.be/55JJLq3ewHss.
The video�s progress bar has been divided into the corresponding 45
sections for navigation to a speci�c performance segment.

YANG ET AL.: EXAMINING EMOTION PERCEPTION AGREEMENT IN LIVE MUSIC PERFORMANCE 1443

Authorized licensed use limited to: Queen Mary University of London. Downloaded on October 10,2023 at 15:25:40 UTC from IEEE Xplore.  Restrictions apply. 



The space�s quadrants (Q) refer to emotions sharing similar
characteristics: Q1 describes energetic positive emotions like
�happy� and �fun,� while Q2 describes energetic yet nega-
tive emotions, such as �angry� or �scary.� Q3 comprises low
energy and negative feelings like �depressive� and �sad,�
and Q4 low energy yet positive emotions such as �mellow�
and �laid back.� The VA space is commonly used in cogni-
tion studies to provide quantitative measures of emotion by
mapping responses to numerical coordinates in the space.

The Mood Rater interface displays emotion tags; when
tapping a speci�c point, the emotion tag closest to the
selected coordinate, such as �sweet,� (Fig. 1b) appears. These
tags are curated editorial tags extracted from I Like Music�s
(ILM)3 collection, mapped to locations in the VA space [41].
Annotations on Mood Rater are time-stamped based on
HTTP GET request times logged on the server side. Synchro-
nisation of the annotations to the live performance was done
with a reference signal (similar to a clapperboard) which can
be identi�ed in the audio-video recording, as well as the
server log, through a synchronous HTTP request.

2.3 Procedure
During the performance, audience members were invited to
participate by reporting their perceived emotions using Mood
Rater. The audience members were instructed on how to
access Mood Rater from their personal devices. A brief over-
view of the VA space was also given, and participants were
able to acquaint themselves with the interface and preview
the tags by tapping around their screens in a test run before
the performance. Participants were instructed to use the appli-
cation when they perceived a change in emotion expression
by tapping on the interface; audience participants were able
to send a new rating at any time during the course of the per-
formance. Participants were given freedom to annotate at
their own discretion, with the hope that this would provide a
view of the moments during the piece when participants per-
ceived a change strong enough to warrant making a new emo-
tion annotation without being prompted. Following the
performance, participants provided their gender and age and
re�ected on the user experience.

2.4 Participants
Invitations to the performance were made through QMUL
campus mailing lists. Audience members were then invited

to participate in the study. 15 participated out of approxi-
mately 30 concert attendees in the chosen performance. Of
these, 13 completed the post-task questionnaire; 6 male and
7 female, aged from 23 to 36 years (M = 26.8, SD = 3.8 years).

2.5 Results & Discussion
Over the course of the performance, 949 total emotion anno-
tations were collected (Fig. 2). The collected data points
were nearly evenly spread over all VA quadrants; in Q1:
332 points (35 percent of all annotations made), Q2: 253 (27
percent), Q3: 158 (17 percent), Q4: 206 (23 percent).
Although the concentration of points in Q1 suggests more
energetic and positive emotions were perceived, this distri-
bution supports the idea that the chosen musical work is
shows as variety of emotions which contrast between move-
ments. For example, the VA ratings in the softer and slower
second movement largely occupy Q4, while those in the
lively and rapid third movement are clustered in Q1. Com-
pared to the mean rating of the full piece (Arousal: M =
0.55, SD = 0.24; Valence: M = 0.53, SD = 0.22), the mean var-
ied between movements on both arousal and valence, as
shown in Table 2. This suggests that perceived emotion
varies at least across movements for this performance of the
Babajanian trio, and indicates that a single emotion descrip-
tor would not be suf�cient to characterise the whole piece.

The mean number of ratings per participant was 66.4 for
the whole piece (SD = 88.3). On average, participants made
2.76 ratings/minute; this ranged from 0.15 ratings/minute
to 10.65 ratings/minute. This wide variance in annotations
supports the idea that some listeners are more aware of �ne
emotion cues than others or may be more sensitive to partic-
ular musical features. Participants who did not rate as fre-
quently may not have perceived suf�ciently strong emotion
changes to warrant making an annotation, or may have
been more focused on the live performance.

Participant Agreement Over Time. Previous music emotion
studies have adopted various measures of inter-rater reli-
ability (IRR) for assessing the agreement of emotion ratings
between different raters [42], [43], [44], [45], [46]. In this
work, we used intra-class correlation (ICC) to assess the IRR
among participants� emotion ratings; this was adapted to
assess the consistency of rank variables (here, valence and
arousal) across more than two raters [47]. Speci�cally, we
used two-way mixed, consistency, average-measures of
ICC, notated ICC(3, K), to measure the extent to which simi-
lar rank orders can be found across participant annotations.
It is worth noting that ICC(3, K) is mathematically equiva-
lent to Cronbach�s a [48], which is commonly used in assess-
ing internal consistency (reliability) of continuous emotion
annotations [16], [45], [46]. ICCs at longer timescales (e.g., a
movement or full piece) and with more items being tested
can potentially be in�ated [49], [50]. Therefore, the perfor-
mance was broken down into 45 segments based on the
rehearsal letters marked in the score to offset possible bias
in the analysis. The segments last from 11 to 72 seconds (M
= 31.7, SD = 15.8) in the recorded performance, with 16, 9,
and 20 segments in the three movements, respectively.

The individual emotion ratings were re-sampled using a
step function at 1 Hz (one rating/sec) for the ICC calcula-
tion, where a rating is assumed to be unchanged until a new

Fig. 1. (a) Mood Rater’s interface, as displayed on participants’ mobile
devices. (b) Associated guide tags in VA space.

3. https://web.ilikemusic.com
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rating is made. The sampling rate adequately captures the
meaningful changes in participants� emotion annotations,
as even the most actively rating participants made up to
10.65 ratings/minute in the Live study, which is well below
one rating/sec. This assumption is in line with the instruc-
tions given to participants, to rate when a change is per-
ceived.4 Fig. 3 shows the ICC estimate with a 95 percent
con�dent interval [51] in each of the 45 segments, as well as
the number of ratings for each segment.5,6 Table 3 shows
the number of segments associated with each level of agree-
ment (excellent, good, fair, poor, systematic disagree-
ment [52]) for VA.

The agreement spanned the entire scale from systematic
disagreement to excellent agreement for both the arousal
(-2.09 < ICC(3, K) < 0.92, M = 0.15, SD = 0.71) and valence
ratings (-2.53 < ICC(3, K) < 0.86, M = -0.14, SD = 0.8).
Fig. 3 depicts the ICC(3,K) estimates for each segment of the
Live Study, as well as the overall number of ratings made in
each rehearsal segment. We observe that agreement changes
quickly at the segment level, sometimes moving from near
complete agreement to total systematic disagreement in
consecutive sections. Several reasons may contribute to the
low agreements; �rst, participants may perceive or rate the
emotion at different timescales. Participants may also pay
attention to non-performance factors that are less controlled
in a live concert, such as audience noise or the actions of
participants around them. Although participants were
invited to explore the Mood Rater app after instructions
were provided, there was no explicit trial of making ratings
in context prior to the concert. Participants may not have
understood the tags on the rating tool well; further, speci�c
moments in a musical piece may have multiple contradic-
tory or ambiguous emotion cues, making it dif�cult for lis-
teners to perceive a singular emotion or select an
appropriate rating to match this perception.

The reliability of time-continuous valence and arousal
annotations collected in comparable studies also varies. For
example, [46] reported very high internal consistency
(Cronbach�s a) of participants� ratings on arousal (0.998)
and valence (0.998) on 794 clips, each annotated by at least
10 different listeners. Cronbach�s a was also very high
( > 0.89) on both arousal and valence for all 8 pieces anno-
tated by 52 listeners in [45]. In contrast, for the DEAM data-
set[16], varied agreement levels were found for arousal
(0:28 < a < 0:66) and valence (0:20 < a < 0:51); this

aggregates emotion ratings on 1744 clips collected across
three years, each annotated by 5 to 10 listeners. High agree-
ment for annotation data may be partially explained by the
choice of stimuli [45] and the selection of participants to
ensure that consistent ratings are obtained (discarding dis-
agreeing participants) [46]. Our results present varied
agreement levels across segments within one piece among
the same group of participants. In order to better under-
stand such variability, a follow-up study was conducted
with the aim of examining the rationale behind differing lis-
tener annotations, where listeners will be able to re�ect on
their time-based ratings retrospectively (see Section 3).

Emotion Rating Experience Feedback. The post-performance
questionnaire collected participants� view of the overall ease
of using the app, the dif�culty levels of the rating task, and
the impact of the guide tags. Each question was followed by
an optional comment box for participants to leave further
feedback. Lastly, an open-ended question �Do you have any
other suggestions on how we could improve our Mood Rater app?�
was presented. Age and gender were also collected from
participants. The questions and corresponding responses to
the questionnaire are presented in Appendices A.2 and A.3,
which can be found on the Computer Society Digital Libr-
ary at http://doi.ieeecomputersociety.org/10.1109/TAFFC.
2021.3093787.

Out of 13 participants, most participants (11) found the
app �easy� or �very easy to use�. Over half of participants (7)
evaluated the task of rating perceived emotions during the
performance as �easy� to �very easy� while 2 participants
found the task �dif�cult;� 5 participants reported that the rat-
ing process distracted them from the performance while 3
reported no distraction; Over half the participants (7) evalu-
ated the mood tags as �useful� or �very useful,� while 3 par-
ticipants evaluated them as �not useful.�

From the evaluation feedback, we can conclude that most
participants considered Mood Rater overall to be successful
in facilitating the self-reporting of real-time emotions con-
veyed by the music; however, the results highlight that
such rating tasks tend to distract some of the participants
from the actual performance. Open-ended feedback

Fig. 2. VA rating distribution from the Live study through the piece (left subfigure) and in each movement (right subfigures).

TABLE 2
Live Study Mean and SD for All VA Ratings on Each

Movement (M)

M Arousal Mean (SD) Valence Mean (SD)

1 0.53 (0.22) 0.52 (0.23)

2 0.40 (0.22) 0.60 (0.19)

3 0.60 (0.20) 0.52 (0.23)

4. However, if the persistence of perceived emotions is assumed to
be decreasing over time, other modelling could be applied, e.g., Gauss-
ian process interpolation.

5. There were no ICC(3,k) estimates for Segment 32 because no rat-
ings were made in this segment.

6. The y-axis range in the �gure is set to [-1,1] for �gure clarity.
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suggested improvements, especially in terms of emotion
tags and interface design (see Appendix A.3, available in
the online supplemental material). People with unfavoura-
ble opinions found the tags to be inaccurate and not
adapted to the music, or felt they did not match their cur-
rent emotion state. Mood Rater was consequently improved
for further study, with revised mood tag choices and place-
ments, and an updated interface to make it more engaging
and understandable.

3 LAB STUDY: REFLECTIVE RATING FEEDBACK

The Lab study further explored rehearsal segments found in
the Live study to have varied agreement, with the aim to
determine the reasons for the divergent ratings.

3.1 Music Performance Stimuli
The audio-video recordings of the Babajanian trio from the
Live study performance were the stimuli for the Lab study.
The �rst two movements (M1, M2) were chosen for per-
ceived emotion annotation. These movements comprise the
�rst 25 rehearsal segments (S1 - S25), which together last
approximately 17 minutes.7 In addition to annotating the
�rst two movements, for seven segments (S5, S7, S12-14,
S17) participants additionally reviewed and provided rea-
sons for their emotion judgements. These excerpts were
chosen based on the diversity of musical features, including
varying instrumentation, dynamics, and tempo; in addition,
these segments were determined to span a variety of agree-
ment levels and VA emotion rating trends in the Live study.
Table 4 presents the ICCs for these seven segments, as calcu-
lated in the Live study. These ICC values range from -0.69 to
0.75 (M = 0.16, SD = 0.56) for arousal, and from -0.37 to 0.86
(M = 0.35, SD = 0.41) for valence.

3.2 Annotation Setup
Participants made annotations via Mood Annotator, a web-
based software adapted from Mood Rater for this study.

Emotion Rating Function. Mood Annotator enables time-
varying emotion rating collection. The VA interface (Fig. 4a)
is positioned next to a window which displays the audio-
video recording from the original Live study performance

(Fig. 5). Corresponding emotion tags included in the VA
space were added to give participants a frame of reference
as in the previous study, since a majority of participants
found the tags useful (see Section 2.5). However, as some
participants reported that the tags used in the Mood Rater
app seemed inaccurate or confusing, we updated the tag
choices and placements and explicitly indicated in the UI
that these served only as guides in Mood Annotator. We
improved the selection of tags based on previous work [53]
which identi�ed widely used music tags both from the
music service AllMusic (AMG) and entries in the Affective
Norms for English Words (ANEW) dataset [54]. Tags were
selected based on the consistency of associated valence and
arousal measures across raters in the ANEW dataset; tags
with SD < 2.5 in either arousal or valence were considered
to keep a balance between consistency and VA space cover-
age.8 Following this process, 14 tags were selected from the
AMG dataset which were relevant to the selected classical
piece and avoided redundant meanings in the set. In addi-
tion, we selected another six tags from ANEW that were not
included in the aforementioned AMG tags, but which we
deemed important in the VA space interpretation (�calm�,
�happy�, �bored�, �neutral�, �excited�, �tired�). Each tag�s
location in the UI is represented by a closed disk, with the
centre positioned on the ANEW average values and a diam-
eter equal to the smallest euclidean distance between any
two out of the 20 tags (Fig. 4b) on the VA space. For areas
on the VA space not covered by emotion tags, no guide tag
was presented.

Emotion Reflection Function. Mood Annotator allowed
participants to re-watch the recording and re�ect on their
VA emotion ratings after an initial rating of the piece had
been made. Listeners were presented with several short
video recordings of the segments pre-selected from the
whole music piece. For each segment, a timeline is included
under its video to show where emotion rating points have
been made, represented by red diamonds in Fig. 5. When
hovering on a timeline point, the participant�s original emo-
tion rating is simultaneously displayed on the VA space for
reference. When clicking on a timeline point, a pop-up win-
dow (see Fig. 6) is displayed for providing explanation feed-
back. Within this window, a participant can con�rm or
discard their previous rating. If the rating is con�rmed, the

Fig. 3. ICC(3, K) estimates for each segment of the Live Study (at the 95 percent confidence interval) for arousal (red dots) and valence (blue
crosses) ratings made in the Live study. Vertical grey bars indicate the total number of ratings made in each rehearsal segment; black vertical lines
indicate the boundaries between movements.

7. The cropped recording presented to participants in the Lab study
can be found at: https://youtu.be/MHBfGm0SsYo. Timestamps
included through the remainder of this paper reference this recording. 8. The ANEW ratings� SDs range from 0.31 to 3.38.
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participant is asked to select the clarity level of the emotion
on a Likert scale from 1 (very unclear) to 7 (very clear). A
comment box is further provided to allow participants to
provide open-ended �Reasons behind your rating�.

3.3 Procedure
Participants annotated on a 13� MacBook Air in a sound
proof listening studio at QMUL. Audio stimuli were pre-
sented through headphones (Beyerdynamic DT 770 Pro)
and video on the laptop display. Participants were able to
adjust the audio level to their comfort before the initial task.
Participants were given a brief overview of the VA space
and the annotation software and explored the tag placement
mapping on the VA space, as was done in the Live study.
Participants were given time to acquaint themselves with
the software during a trial. Once con�dent with the annota-
tion procedure, they completed the Emotion Rating Task by
annotating their perceived emotion in the VA space through

the �rst two movements of the Babajanian Trio, presented
as audio-video recorded from the Live study.

After rating the full movements, the rating timeline
became visible (Fig. 5) and participants embarked on the
Reflection Task. Participants provided re�ective feedback for
each of the seven pre-selected musical segments discussed
in Section 3.1 sequentially, for musical continuity. Partici-
pants were asked to review their previous ratings to provide
open-ended explanations for their annotations. Participants
were informed that there were no right or wrong answers
and were encouraged to provide as much information as
possible.

After �nishing the Re�ection task, participants completed
the Goldsmiths Music Sophistication Index (Gold-MSI) [55]
to determine their relative level of music experience and
basic demographics. This background information was col-
lected, in comparison to the limited information collected in
the Live study, in order to examine whether musical experi-
ence could explain different emotion perceptions in listeners.
The study duration ranged from 1.5 to 2.5 hours.

3.4 Participants
A new group of 21 participants (11 male, 10 female), distinct
from that in the Live study, was recruited through an open
call on the QMUL campus mailing list. All but one

Fig. 4. (a) Mood Annotator’s interface with guide-only tags for the emo-
tion rating task. (b) Associated guide tags.

Fig. 5. Emotion reflection task; rating points (red diamonds) are not visi-
ble during the emotion rating task.

Fig. 6. Pop-up window displayed for reviewing and providing feedback
for an example annotation point.

TABLE 4
ICC(3, K) for the 7 Pre-Selected Segments From Live Study

Annotations

Significance for the null hypothesis (ICC = 0): p < :05 (*), p < :01 (**), p <
:001 (***).

TABLE 3
Cicchetti’s Agreement Levels and Respective ICC(3, K) Ranges

[52], With Occurrences From Live Study Segments
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