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Abstract

The voice is body and instrument. Third-person interpretation of the voice by listeners, vocal teachers, and digital agents is centred largely around audio feedback. For a vocalist, physical feedback from within the body provides an additional interaction. The vocalist’s understanding of their multi-sensory experiences is through tacit knowledge of the body. This knowledge is difficult to articulate, yet awareness and control of the body are innate. In the ever-increasing emergence of technology which quantifies or interprets physiological processes, we must remain conscious also of embodiment and human perception of these processes. Focusing on the vocalist-voice relationship, this thesis expands knowledge of human interaction and how technology influences our perception of our bodies.

To unite these different perspectives in the vocal context, I draw on mixed methods from cognitive science, psychology, music information retrieval, and interactive system design. Objective methods such as vocal audio analysis provide a third-person observation. Subjective practices such as micro-phenomenology capture the experiential, first-person perspectives of the vocalists themselves. Quantitative-qualitative blend provides details not only on novel interaction, but also an understanding of how technology influences existing understanding of the body.

I worked with vocalists to understand how they use their voice through abstract representations, use mental imagery to adapt to altered auditory feedback, and teach fundamental practice to others. Vocalists use multi-modal imagery, for instance understanding physical sensations through auditory sensations. The understanding of the voice exists in a pre-linguistic representation which draws on embodied knowledge and lived experience from outside contexts.

I developed a novel vocal interaction method which uses measurement of laryngeal muscular activations through surface electromyography. Biofeedback was presented to vocalists through sonification. Acting as an indicator of vocal activity for both conscious and unconscious gestures, this feedback allowed vocalists to explore their movement through sound. This formed new perceptions but also questioned existing understanding of the body. The thesis also uncovers ways in which vocalists are in control and controlled by, work with and against their bodies, and feel as a single entity at times and totally separate entities at others.

I conclude this thesis by demonstrating a nuanced account of human interaction and perception of the body through vocal practice, as an example of how technological intervention enables exploration and influence over embodied understanding. This further highlights the need for understanding of the human experience in embodied interaction, rather than solely on digital interpretation, when introducing technology into these relationships.
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<td>Electronic Digital Instrument</td>
</tr>
<tr>
<td>EMG</td>
<td>Electromyography</td>
</tr>
<tr>
<td>Gold-MSI</td>
<td>Goldsmiths Musical Sophistication Index</td>
</tr>
<tr>
<td>HCI</td>
<td>Human-Computer Interaction</td>
</tr>
<tr>
<td>MIQ-3</td>
<td>Movement Imagery Questionnaire-3</td>
</tr>
<tr>
<td>MMIA</td>
<td>Multi-Modal Imagery Association Model</td>
</tr>
<tr>
<td>NIME</td>
<td>New Interfaces for Musical Expression</td>
</tr>
<tr>
<td>SLHR</td>
<td>Speech, Language, and Hearing Research</td>
</tr>
<tr>
<td>sEMG</td>
<td>Surface Electromyography</td>
</tr>
<tr>
<td>SMS</td>
<td>Sensorimotor Synchronisation</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

This research uses the voice to explore how internal interactions are learned and perceived within the body. All of our interactions with our bodies are unique and driven by our own individual life experience (Höök, 2010; Ihde, 1975; Merleau-Ponty, 2014; Tuuri et al., 2017; Wakkary et al., 2018), which often makes understanding the sensations and perceptions of others incredibly difficult (Núñez Pacheco and Loke, 2016). It is often challenging to describe our own tacit and wordless lived experience, even to ourselves (Svanæs, 1997). I investigate the internal understanding and perception which drives our interaction with technology and the world by investigating the interaction which singers have with their voice, as both body and instrument.

1.1 Context

Despite being a part of the physical body, an element of our identity, and an instrument which is culturally widespread (even amongst "non-musicians"), the voice is regarded as highly complex and somewhat mysterious. With physiology being hidden from sight, the vocal apparatus is obscured from the perspective of the listener, who is able to interact with a singer mainly through what they hear. For the singer, the sound and the sensations they feel within their own body provide an ability to interact with their instrument. However, despite being highly personal and often viewed as a representation of the self, the voice is still somewhat removed from the vocalist. Vocalists have refined command over their instrument and body based on internal associations between action and sensory feedback. A vocalist must rely on multimodal aspects of musical imagery — how the singing experience feels, sounds, and appears visually within their mind in order to plan their actions and reactions during performance. Musical imagery is practiced by all musicians and is critical in performance to create a sound that has accurate timing and pitch, in addition to being musically expressive. For the vocalist, musical imagery drives the connection between what they intend and how they create the sound within their body.

However, because the relationship between vocalist and voice is covert and based on internal sensations (Hines, 1983; Jestley, 2011), the singer must be able to translate between bodily, linguistic representations of experience, which are rooted in more abstract mental understandings — although expressed through language and movement, this understanding often is pre-linguistic and instead felt and understood innately, as a result of prior knowledge and experience. Were this another interaction with an instrument or piece of technology, this ambiguity and perception-based relationship would present a massive challenge for communication and design. The interaction with the voice is largely without a physical interface and it is difficult to describe the sensation of singing; however, singers and vocal pedagogy as a whole have been successful at using metaphor to communicate sensory experience between student and teacher. The voice therefore provides us with a unique perspective to examine how we understand, talk about, and teach sensory-based understanding and embodied practice.
1.2 Motivation

The central goal for this PhD is therefore to better understand how we interact with the world around us, including with technology, through the understanding of our bodies. I explore the embodied relationship that vocalists have with their voice, as both their instrument and part of their body. I aim to design and employ novel interaction methods which utilise singers’ existing experience and tacit knowledge. I investigate how biofeedback can influence the perception of movement and understanding of the body.

To do this, I study how vocalists are able to control and interact with their bodies through hard-to-articulate or understand, very internal sensory feedback. I have explored these internal associations, their use and formation, and how singers understand, express, and teach this knowledge of their sensory experiences. In understanding how this relationship exists within this specific practice, I discover insights about how humans understand and interact with technology, and how we can encourage connection, communication, and collaboration within our own bodies and the bodies and experiences of others. In this PhD, the voice is explored through several different perspectives, including experiential, physiological, and communicative interactions. Further, I explore how we understand and convey sensory experiences to others in both vocal pedagogy and beyond, and how perception of the body is shaped through experience living in it. The findings of this PhD have implications for vocal and musical pedagogy, human computer interaction (HCI), and design, amongst a number of fun and silly discoveries made while playing and working with the voice.

To explore the internal relationships singers have with their bodies, I also develop sensory measurement tools to measure low-level muscular movement as a way to provide feedback about movement, better connect to the body, explore creative application of subconscious movement, and explore vocalists’ perception of their practice and movement. Through externalising internal movement using sonified surface electromyography (sEMG), I aim to give presence to aspects of vocal movement which have become subconscious or automatic. Understanding the rich internal connection with the voice can provide insight into how we understand our own bodies, particularly as we engage in well-defined interaction learned over long periods of time (Cotton et al., 2021b; Reed and McPherson, 2021). Through exploration of the voice, I aim to address larger questions present in HCI of how perception is shaped through experience, and we can communicate sensory-based interaction and practice between different bodies.

This research has a personal motivation for me as a singer. I have worked as a semi-professional vocalist for over ten years, teaching and working within a number of styles and genres. I had the distinct pleasure of getting to test and use much of the knowledge and technology which was developed during this PhD in my own creative and performance time. To me, the connection between the vocalist and voice is one I am very familiar with but one I had difficulty describing or understanding. There are many days where I feel at ends with my body — some days we are instead perfectly in sync, others as if we are completely separate entities. Through understanding better the way that singers relate to their instrument, I hope to further vocal pedagogy and alleviate some of the strain, tension, and often heartbreak that comes when this communication breakdown happens. The voice lesson can be a place for creativity and musical joy, or a hotbed of miscommunication and anxiety when teachers and students do not understand each other. It is my goal through this PhD to better understand how singers, and indeed people as a whole, can better understand each others’ experiences and bodies, communicate more efficiently through novel tools, and work with our instruments, rather than against them.
1.3 Research Questions

Vocalists’ rich, multi-sensory experience is driven by awareness and understanding of internal sensory feedback and tacit knowledge of the body. Vocal pedagogy uses musical imagery references and metaphor-based teaching and articulation to help describe this experience. The goal of this thesis is to explore how this abstract understanding actually unfolds. Despite its covert nature, vocalists do have very strong connections and relationships with this internal body part and instrument. My main research question is:

How are vocalists able to control parts of and interact with their bodies through internal sensory feedback, when such feedback and action is hard to articulate or even conceptualise except in abstract representation.

I break this down into three sub-research questions:

SQ1: How do vocalists use abstract mental representations of their actions, through musical imagery and metaphor, to perform, understand, and speak about their vocal practice?

I explore the way vocalists rely on their mental musical imagery to perform, for instance relying on internal understanding of their practice in situations where their auditory feedback is disrupted and they cannot reply on external feedback. I also explore how vocalists perceive and understand their movements, and how do they articulate and communicate their sensory experiences to others; more specifically, I examine the way that voice teachers describe and explain their practice so that the experience can be understood by others — their students.

SQ2: How can we use biosignals to capture the internal sensory experience of singing by conveying aspects of low-level muscular movement during singing?

In order to pull some of these internal sensory experiences out of the body, I use surface electromyography (sEMG) to detect unconscious internal movements. I explore how effectively sEMG can be used to measure the movements of the laryngeal muscles. As well, I examine how this method of biosensing can reveal subvocal movement, for instance during audiated mental rehearsal, or unconscious behaviours which are rooted in tacit knowledge.

SQ3: How does the real-time sonification of sEMG signals influence perception of movement and create new connections between the vocalist and their body?

Finally, I explore how these biosignals can impact the perspectives of singers when they are moved from an internal feedback source to an external one through sonification. I explore which aspects of movement are revealed to the singer as they become aware of the unconscious movements inside their body through sonified sEMG feedback. As well, I uncover ways in which singers perceive control over and connection to their body when incorporating this biosignal feedback into their practices.

1.4 Contributions

The results of this PhD tell us more about how awareness of movement and control over the voice engages the body, impacts vocalists’ perception of their action, and how technology can be incorporated into artistic practices to complement and extend existing practices. This understanding of the body is further extrapolated to the wider HCI community:
1.4. CONTRIBUTIONS

This research contributes to existing work within the HCI topics of interactive biosignal sensing, interactive arts and musical instrument design. I create a system for acquisition and amplification of the laryngeal muscles through a new musical system, the VoxEMG board, for dedicated sEMG processing and wearable implementation, and the Singing Knit, a soft-knit wearable for vocal sEMG interactions. Additionally, I provide the experience of a long-term first-person reflection on the incorporation of biosignal feedback in understanding my own body movements and vocal practice, as well as in-depth work with other vocalists on how such feedback can function as a metaphor and allow singers to investigate their movements and embodied relationships. From this, I also propose a strategy for adopting technologies from other practices into traditional arts and other contexts through the use of soft wearables. This culminates in a comprehensive examination of how technology and the feedback we receive in HCI can shape our perception and understanding of our bodies and our actions.

The methods and findings of this PhD are also contextualised within design research and elaborate on the inclusion of our lived experiences and perception of our movement and action when creating new digital technologies. This thesis delves into the relationship between interaction, digital or otherwise, and how it shapes our awareness, understanding, and feeling about our bodies and ourselves. I provide an analysis of how metaphors used in fundamental vocal pedagogy and how metaphorical communication between humans works. This work contributes to the wider interaction design community through this examination of interaction modalities and the communication and teaching of sensory-based experience in interaction. I discuss the ways in which singers understand and describe their experience and propose novel ways in which we can structure interaction with technology to aid in sensory communication between different people. I believe this research to be beneficial to not only understanding our own behaviours and body relationships, but for better understanding each other’s experiences and better communicating sensory-based experiences across our individual bodies.

Finally, the study of musical imagery applications will allow for more insight on how imagery and its cultivation and strengthening can be taught in vocal pedagogy and beyond. The thesis provides novel understanding in how multi-modal imagery allows singers to perform tasks and remain accurate in their performance by relying on internal mental understanding, even when external feedback is disrupted. This is particularly useful in cognitive science and in the use of technology for learning applications.
1.5 Thesis structure

The body of this thesis uses an inter-disciplinary approach to address these research questions and aims. This topic covers a wide breadth of different research perspectives, including vocal physiology, interactive arts technology, musical instrument design, cognitive science, HCI and design research, and vocal pedagogy. I begin with a literature review in two chapters — the first introduces the voice, its physiology, and methods which have been used to interact with it in and outside of musical applications. The second delves more into qualitative approaches which have been taken to explore the experiential aspects of musical and vocal interaction. To unite these fields of research, I present a methodology to be used for the thesis, which balances the differing backgrounds to explore specific perspectives of vocal interaction and how this study introduces a valuable paradigm for design and human-computer interaction research. This thesis involved six major studies, which are discussed in Chapter 5 through Chapter 9. A brief summary of the subsequent chapters:

Chapter 2: Vocal Controllers
This chapter examines the objective qualities of the voice, including physiology and how the functions of the body drive vocal production. I outline studies of the vocal physiology and how the voice has been both controlled and used as a controller itself in different musical applications. This section also introduces sEMG as a biosensing method used in the study of vocal interaction.

Chapter 3: Vocal Phenomenology
This chapter provides background on the experiential and perceptual aspects of singing in existing research. I outline relevant background research the domains of cognitive science, vocal pedagogy, and psychology. By uniting these disciplines within this research context, I demonstrate how vocal interaction is rooted in musical imagery and how this interaction is typically perceived by vocalists.

Chapter 4: Methodology
Given the broad related work which formed this thesis, this chapter outlines the methods to be used throughout the research. I here describe and balance the various approaches, both quantitative and qualitative, and discuss their place in HCI and design practices. To this end, I describe how this research in vocal interaction reveals aspects of human interaction that are necessary to consider in HCI and the design of systems which work with the body and our perception of it.

Chapter 5: Vocalists’ Use of Auditory Imagery
This chapter outlines the first exploratory study done to investigate these questions - to determine the link between auditory imagery and vocalists’ ability to sing under altered auditory feedback (AAF). The study revealed that, while greater auditory imagery ability allowed vocalists to perform more accurately with pitch shifted AAF, the effect on accuracy with delayed AAF was not related. This informed further study related to tactile links and proprioceptive feedback in singing.

Chapter 6: Understanding Vocal Perception
This chapter presents a study about vocalists’ perception of their own movement and interaction while singing; working with vocal teachers, I expanded on the current knowledge of how vocalists use abstract language and gesture as metaphorical representations. This chapter highlights how vocalists’ understanding and communication of their practice is both pre-linguistic.

In these chapters, I will often switch to "we" to discuss the work of myself and my collaborators.
and non-domain-specific, allowing for a fluid, adaptable representation of action for both the self and the understanding of students.

Chapter 7: Surface Electromyography for Vocal Interaction
To move towards the body and away from audio-based vocal controllers, I designed a system for measuring aspects of physical laryngeal movement while singing through surface electromyography (sEMG). This chapter outlines two studies related to the creation of a novel vocal controller – first, I discuss the design and use of the VoxEMG board for vocal sEMG acquisition and pre-amplification, to observe both subvocal and vocalised singing. Additionally, I present the integration of the system as the Singing Knit wearable for vocal interaction.

Chapter 8: Autoethnographic Interaction & Evaluation
Using the VoxEMG, I conducted a long-term autoethnographic study of my own practice and how I was able to incorporate audio feedback controlled by the sEMG signals from my own laryngeal movement. This first-person use informed the design of the board in further iterations. As well, the feedback allowed me to explore, question, and challenge the embodied relationships with my own voice.

Chapter 9: Exploring Vocal Movement & Perception
This chapter presents a study of other vocalists’ practice and perception while working with sonified sEMG signals, similar to my own exploratory practice. Vocalists received the VoxBox, a vocal EMG kit, and worked with sonified feedback of their own movements over an extended period of time. This chapter explores the embodied relationships, challenges, and discoveries made about vocalists’ expectations and perception of their bodies during their practice and informs further work in performance and educational contexts.

Chapter 10: Discussion
Finally, this chapter summarises the findings and contributions of this thesis, returning to the research questions outlined in this Introduction chapter and how they have been addressed through these studies. I here outline other implications for HCI derived from this thesis, as well as a few personal reflections before concluding this work.
1.6 Associated Publications & Presentations

This PhD research has been included in international scholarly publications and presentations. As well, I have presented this research at several academic venues, including workshops and invited talks, and also in a few musical performances.

The publications which are derived from the studies conducted in this PhD are provided again at the start of their relevant chapter for easy reference.

1.6.1 Journal Proceedings

Courtney N. Reed, Marcus T. Pearce, and Andrew P. McPherson. Auditory imagery ability and singing accuracy with altered auditory feedback. *Under review in Musicae Scientiae.*

1.6.2 Conference Proceedings


1.6.3 Presentations


1.6.4 Performances

The vocal sEMG system designed in this thesis has also been a part of a few musical performances in the research and arts community:

Duet with Andrea Martelloni (augmented guitar), Music from the Augmented Instruments Lab, performance at IKLECTIK Art Lab (London, UK), 23 November, 2021. [Link]

Duet with the Singing Knit with Paul Strohmeier (drum machine), performed at the 2022 Augmented Humans Conference at LMU München (Munich, DE), 14 March, 2022 [Link]

Solo set with the Singing Knit, Music from the Augmented Instruments Lab, performance at IKLECTIK Art Lab (London, UK), 23 April, 2022.

1.6.5 Other Research & Collaborations

In addition, I have also been involved in a few collaborations researching related music technology and HCI topics while doing this PhD:

Micro-phenomenology, as both a psychological discipline and an evaluation method for studying pre-reflective aspects of sensory interaction:


Explainable AI (XAI), working with human perception and understanding to make generative musical models more understandable to non-experts and usable in musicking environments:

Media and Arts Technology, scientific, inter-disciplinary methodologies surrounding research and design in music, fashion, and the fine arts:


Music Emotion Recognition (MER), understanding the role of different musical and performance features in human perception of emotional qualities in music:


Chapter 2

Vocal Controllers

Designing Technology for Vocal Physiology

To begin this thesis, I will introduce the voice as a part of the body and the way that we discuss it in both a musical and physiological sense. I first present relevant research on the physicality of performance and musical gesture. With this general background, I will then outline the vocal anatomy and the roles of the muscular system to produce our voices. This will involve some literature from medical contexts and the study of the vocal apparatus in action. Then, I will move toward the musical components of singing as they relate to this physiology, for instance defining aspects of voice quality, vocal quality, and emotional quality. This is to give a better sense of some of the vocabulary which singers and musicians use to refer to the voice.

2.1 Embodied Musical Gestures

Leman and Godøy regard the musical experience as “inseparable from the sensations of movement” and that movement during any musical experience is an expression of full engagement with listening and performing (Godøy and Leman, 2010). These movements can include head bobbing or nodding, swaying of the torso, flourishes of the hands, movement of the instrument itself, or even facial expression and eye contact. Gesture as an aspect of movement during musical experience falls into three general categories (Godøy and Jørgensen, 2001; Godøy and Leman, 2010): (1) effective gestures — those caused by the physical demands of playing an instrument and generating sound, (2) accompanist gestures — those used to strengthen and facilitate sound production, and (3) figurative gestures — ancillary movements not related to the sound that may occur as a result of musical interpretation and expression (Buck et al., 2013; Davidson, 2012; Delalande, 1990).

2.1.1 Expressive Gesture in Performance

Figurative expressive gestures — those ancillary gestures which arise from expression and interpretation — can be defined by whether they support the encoding or decoding of the expressive material in the music. Gestures that support encoding, expression-supporting gestures, occur during performance by the performer. On the opposite end, gestures that support decoding, expression-responding gestures, occur during listening, when the audience interprets the expression in the music (Leman and Maes, 2015; Leman et al., 2017). The transfer of the expression from performer to listener during the musical experience indicates an idea of “mirroring,” where the quality of the sound patterns are related to the quality of the resulting movement patterns (Davidson, 2012; Huberth and Fujioka, 2018; Leman et al., 2017); in other words, the body moves with the musical line, whether that be the performer moving the bell of their instrument through execution of the musical passage,
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or in the similar swaying of the listener’s head while they listen from the other side of the hall. This encoding of emotional information is entirely on the performer in the gestures they choose to exhibit, and is found to be intentional and based heavily on the musical context (Lehmann et al., 2007; Leman, 2008; MacRitchie and Zicari, July 23–28, 2012; Mazzola, 2002).

Interestingly, even gestures with little or no effect on the sound produced are still believed by musicians to add emotional context to the sound; in the case of pianists presented by Doğantan-Dack (2011), although it has been found that there are no changes in sound produced depending on anything other than the velocity of the key press itself, pianists truly believe that the way they touch the key can have an impact on the sound’s quality and emotion (Bernays and Traube, Augustt, 2011). In the same way, composers will indicate in scores markings that dictate how the pianist should press the keys to add emotional content (Doğantan-Dack, 2011). Doğantan-Dack (2011) goes on to remark that, given this conceptualisation by pianists, the entire interpretation of a musical piece still depends on this kinaesthetic relationship between the touch and the sound produced, regardless of whether or not there is a sonically perceptible effect.

The repeated patterns of gesture which correspond to the phrasing of a musical passage are deemed phrasing gestures. Phrasing gestures are thought to accomplish two tasks: (1) to assist with the performer’s timing and consistency through the repeated phrase, and (2) to strengthen to the listener the definition and meaning of the phrase (Buck et al., 2013; Colley et al., 2018b; Goebl and Palmer, 2008; Huberth and Fujioka, 2018; MacRitchie et al., 2009). In expressive gesture, the movement can relate to the features of the music and also exist independently of them, thus relating information to the listener about the tension and release within the music (Davidson, 2012). Individual performers are found to exhibit individual phrasing gestures (which is proposed to relate to the individual interpretation of the line, as well as to the specific understanding each performer utilises); however, the patterns of motion are repeated through successive repetitions of the phrase, furthering the connection between body and interpretation during a performance as one cohesive network (Buck et al., 2013; Huberth and Fujioka, 2018; Keller and Appel, 2010; Leman and Maes, 2015). It has been found specifically that body sway is used to solidify timing and anticipation of events, so-called “forward” internal models (Keller and Appel, 2010; Leman and Maes, 2015; MacRitchie and Zicari, July 23–28, 2012). Internal understanding, mental representations, and gesture are further linked through imitation; where the metaphor of a perfect sound may be derived from the playing of a particular teacher or mentor, a musician may further extrapolate on this image by imitating the gesture of a familiar instructor or idol (Leman, 2008). Ultimately these gestures and expressions may spread through a genre as student-teacher relationships pass on this understanding — these mental models form our mental imagery, which is further discussed in regards to cognitive science in Chapter 3, Section 3.1.

Figurative ancillary gestures for expression are studied greatly in their ability to unite the interpretation of a musical passage between duets or groups of musicians. Because each individual will have a different visualisation of the quality and direction of the music to be played, musicians performing together must communicate their intentions via gesture to the others in the group in order for the joint sound to act as one cohesive unit. Musicians are found to utilise gestures such as eye contact, swaying of the torso, and head movement such as nodding as visual cues in this way (Davidson, 2012; Eerola et al., 2018; Keller and Appel, 2010).

Gestures may also take place as a form of mimicry; social psychology has focused on group motor action as a spontaneous reaction to observing the same reaction in others. This is studied commonly through observation of pain: when observing someone to be experiencing injury, it is common to wince without experiencing the pain firsthand (Bavelas et al., 1986). This reaction as a form of non-verbal communication relies heavily on the ability to see the other person and share eye contact. A particular study by Bavelas et al. (1986) reveals in this context that this type of
behavior takes place within a social context as a way of relating to others around in order to convey a sense of understanding: "I am like you, I feel as you do." Facial mimicry is observed in musical contexts, with audience members’ facial expressions mirroring those of the performers, who’s facial expressions are used to emphasise the emotion and facilitate reflection in the audience’s perception (Chan et al., 2013).

2.2 Vocal Physiology

Phonation in singing requires the interaction of two systems: (1) the vocal folds in the larynx and vocal tract (which includes the soft tissues in the throat and mouth) and (2) the respiratory muscles. The respiratory system provides airflow through the larynx, causing the vocal folds to vibrate. This base vocal sound is further shaped by the vocal tract (Hardcastle, 1976; Sundberg, 1994) and provides each individual with their unique voice characteristics (Sundberg, 1994). I will use vocal folds as a more anatomically accurate descriptor of the vocal mechanism than the better known vocal chords through the remainder of this paper, but the terms are synonymous in practice.

It is important to note going forward that vocal physiology is dependent on genetics and, being rooted within the body and acting as a means to self-express, the voice as an instrument is highly personal; vocalists often feel that their singing is a part of their identity and vocal health is a critical daily practice (Achey et al., 2016; O’Bryan, 2015; Prem and Parncutt, 2008). All of these processes are impacted by individual physiology, as well as other factors such as hydration, nutrition, hormones, and fatigue, making singing a rather athletic act which requires fine motor control.

2.2.1 The Larynx

Vocalisation (in speech, singing, or any other vocal sounds) occurs within the larynx. The movement of the two vocal folds and supralaryngeal vocal tract are responsible for pitch, loudness, and quality of the tone produced during singing (Bouhuys et al., 1966). The folds themselves are composed of bundles of muscle, with each bundle responsible for a specific positioning of the fold (Zhang, 2016a). Within the space between the two opposing vocal folds is the glottis, which is composed of membrane and cartilage (Zhang, 2016a). Movement of the larynx (Figure 2.1) is controlled by two groups of muscles: the extrinsic, which indirectly affect the vocal chords as they attach to the cartilage surrounding the folds, and the intrinsic, which control the tension and position of the folds (Table 2.1 and Table 2.2) (Hardcastle, 1976). The extrinsic muscles are more accessible (Figure 2.2), as they lie below the skin and do not require medical intervention to observe.

The glottis normally forms an open space at rest (abducted); tone vocal tone is a result of the folds being brought together to close the glottis (adducted) (Story, 2002). The tone produced is reliant on the subglottic pressure ($P_S$), the increase of which causes the elastic vocal folds to be pushed apart and pulled back together at regular intervals. The escape of air at this periodicity of push and pull causes vibrations above the glottis—the frequency of the vocal fold movements is the fundamental frequency of the tone produced (Bouhuys et al., 1966; Zhang, 2016a). $P_S$ is essential also in normal speech production to produce a sound source, which is further modified by the vocal tract (García-López and Gavilán Bouzas, 2010). The amplitude, phase, and anterior-posterior symmetries of the vocal folds are not found to vary amongst individuals, while degree of glottic closure (how much the of folds touch during vibration) to achieve different frequencies varies, especially for female singers (Gelfer and Bultemeyer, 1990). This would result in slightly breathier tones for higher pitches in some female singers, as more air passes through the larynx without vibrating the folds.

Changing the tension in the vocal folds will thus change the resultant pitch. It is common to find that untrained singers increase $P_S$ and tension in the vocal folds to increase pitch (Howard, 2009),
Figure 2.1: Superior view of the larynx when the vocal folds are abducted (left) during respiration and adducted (right) during speech and singing.

<table>
<thead>
<tr>
<th>Laryngeal Motion (Suprahyoids)</th>
<th>Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elevators</td>
<td>digastricus</td>
</tr>
<tr>
<td></td>
<td>geniohyoideus</td>
</tr>
<tr>
<td></td>
<td>mylohyoideus</td>
</tr>
<tr>
<td></td>
<td>genioglossus</td>
</tr>
<tr>
<td></td>
<td>hyoglossus</td>
</tr>
<tr>
<td></td>
<td>stylohyoideus</td>
</tr>
<tr>
<td></td>
<td>constrictor pharyngis medius</td>
</tr>
<tr>
<td>Depressors (Infrahyoids)</td>
<td>sternohyoideus</td>
</tr>
<tr>
<td></td>
<td>omohyoideus</td>
</tr>
<tr>
<td></td>
<td>thyrohyoideus</td>
</tr>
<tr>
<td></td>
<td>sternothyroideus</td>
</tr>
</tbody>
</table>

Table 2.1: Extrinsic laryngeal muscles and corresponding movements.

<table>
<thead>
<tr>
<th>Laryngeal Motion (Infrahyoids)</th>
<th>Muscle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adductor</td>
<td>arytenoideus transversus</td>
</tr>
<tr>
<td></td>
<td>arytenoideus obliquus</td>
</tr>
<tr>
<td>Tensor</td>
<td>vocalis</td>
</tr>
<tr>
<td>Relaxer</td>
<td>thyroarytenoideus externus</td>
</tr>
</tbody>
</table>

Table 2.2: Intrinsic laryngeal muscles and corresponding movements.
although this can be potentially damaging to the soft flexible tissue and result in vocal nodules (hardened areas on the folds that make it difficult for the folds to vibrate together). Classically trained vocalists are taught to elongate the vocal folds by contracting and lowering the cricothyroid (CT) muscle, which places less strain on the vocal folds and creates more stable $P_S$ in the changing of pitch (Erickson et al., 1983; García-López and Gavilán Bouzas, 2010). In order for the tone and loudness to remain constant, the $P_S$ must also remain constant (Bouhuys et al., 1966).

The supraglottic tract goes from the vocal folds to the mouth and the nose and is responsible for resonance and harmonic boosting of the voice (García-López and Gavilán Bouzas, 2010). The supraglottic tract provides what are commonly referred to as “voice formants.” These are groups of boosted harmonics that give clarity and definition, as well as projection to the voice. The first two formants, with the deepest harmonics, are responsible for definition of the sound (or understanding of a word, when spoken), while the higher formants are responsible for tone and individual characteristics of each voice (García-López and Gavilán Bouzas, 2010). Formants and their amplification can be controlled in professionally trained vocalists, who can control the movement of their larynx (as described above) and the soft tissues of the mouth (the tongue and soft palate). Nasal qualities resultant from incorrect positioning of the mouth and jaw, and subsequent resonance in the nasal cavities, are common in untrained singers (Howard, 2009). Additionally, it is believed that classically trained vocalists have control over what is known as the “singer’s formant”—a boost in the energy projection of the voice at around 2,500 – 3,000 Hz (García-López and Gavilán Bouzas, 2010; Weiss et al., 2001). This particular formant is what allows a soloist to sing with projection over a full orchestra without the use of microphones or amplification. Lowering the larynx position allows for a wider pharynx to achieve this specific formant; this is one of the believed conditions for a singer’s formant, although this is not consistently observed to be the case in high-register singers—sopranos and tenors (Pabst and Sundberg, 1993).
2.2. VOCAL PHYSIOLOGY

Figure 2.3: Approximate location of the thoracic and neck muscles activated during respiration in singing on the anterior (left) and posterior (right).

Because the thickness and size of the vocal folds and tract, as well as the other muscles and tissues involved in singing, are dependent on genetics, each individual will have a different resultant sound based on this physiology (García-López and Gavilán Bouzas, 2010; Zhang, 2016b). The length of the vocal folds also determines the timbre and range of the voice, and thus ultimately the voice classification. A correlation exists between the anterior-posterior diameter of the glottis and the trachea; measurements of vocal fold lengths to this diameter support the idea that singers in the same voice classification share consistent anatomical features (Roers et al., 2009).

2.2.2 Respiratory Patterns in Singing

In order to keep $P_S$ constant and sustain sung tones, the respiratory muscles must act as a set of bellows to provide support as lung volume decreases and the chest wall’s elasticity returns it to normal shape (Bouhuys et al., 1966; Griffin et al., 1995). At rest, inhalation is active while exhalation is passive. While speaking, and even more so during singing, the process of exhalation becomes more critical for maintaining $P_S$ and duration of airflow, and so exhalation becomes more active (García-López and Gavilán Bouzas, 2010). Greater elastic recoil forces in the muscles during the singing of musical passages mean lung volume must be taken into greater account during singing than during speaking, with female singers consuming more air and using wider lung volume ranges than male singers (Thomasson and Sundberg, 1997).

The major muscles in the thorax involved in respiration are the diaphragm and intercostals (INT), with support from the lateral abdominal/obliques (OBL). In the neck, the sternocleidomastoideus (STM), scalenus (SC), upper trapezius (TR) and the muscles of the posterior neck region (PN) are also active during singing (Figure 2.3).

Most singers are taught that the diaphragm is responsible for controlling airflow during exhala-
tion, and that pressure resulting from its tension provides the support; in actuality, the diaphragm relaxes at this point, while the OBL and internal INT muscles control the exhalation process (García-López and Gavilán Bouzas, 2010; Thorpe et al., 2001). The diaphragm is employed mostly during inhalation to re-inflate the lungs (Watson and Hixon, 1985). During singing, the movement of the diaphragm has been found to become dissociated with the movement of the other inspiratory muscles (Bouhuys et al., 1966; Salomoni et al., 2016). The other abdominal muscles (INT and OBL) work to set the posture necessary to carry out proper supported breathing and, along with the rib cage, airflow control (Watson and Hixon, 1985; Watson et al., 1989).

Classical singers are also found to support their singing with greater percentage of abdominal contribution to lung volume and greater asynchrony between movements of the rib cage and abdomen. This is thought to increase the length and pressure generation in the rib cage for voice quality (Salomoni et al., 2016), and provide lifting of the rib cage to activate the abdominal muscles for increased projection and strengthening of the singer’s formant (Thorpe et al., 2001). Phasing of the TR, STM, SC, and PN have also been discovered to work in conjunction with the OBL and INT muscles, and are proposed to increase efficiency in breathing by reducing the space between positions required for maximum inhalation and exhalation (Pettersen and Westgaard, 2004, 2005). The activity of all neck muscles is found to increase consistently when singing at higher pitches (Pettersen and Westgaard, 2005).

The “breath pressure” in supported breathing is found to provide different spectral characteristics, higher sound pressure level (SPL), peak airflow (airflow through the glottis), and $P_S$ than the unsupported voice (used often by vocalists without classical training) (Griffin et al., 1995; Thorpe et al., 2001). It has been found that male singers rely more on this breath pressure to support singing in upper ranges, where female singers utilise more movement at the end of the airway in the jaw and tongue to support the resonance and SPL of the singer’s formant without increasing $P_S$ (Griffin et al., 1995; Weiss et al., 2001). Supported breathing from the abdomen is core to formal voice training in order to achieve these distinctions in sound quality and power and breath capacity to sing through longer phrases. Posture and alignment of the body is essential to vocalists: standing supported on both feet allows the diaphragm and lungs to expand and maintain this tension for vocal emission (García-López and Gavilán Bouzas, 2010). Keeping the chin down and neck without tension provides more space for lowering the larynx (Pettersen and Westgaard, 2004). It is common for singers to practice in front of a mirror or standing with their backs flush against a wall so they can monitor their posture while practicing. Students in the early stages of learning voice technique may also practice while the instructor repositions their head and shoulders to reduce tension.

### 2.3 Vocal Gesture

In the context of singing, we can divide these physiological activities into the types of gesture outlined in Section 2.1. The movements associated with the larynx, vocal tract, and respiration as outlined in Section 2.2 are effective gestures and help to generate and shape sound; for instance, intentional movement of the soft tissues in the mouth to change vowel sounds can be classed as effective gestures. Accompanist gestures might comprise actions such as raising the eyebrows to facilitate the production of higher pitches or adjustments to the body’s posture to provide space in the chest cavity and release tension. Finally, figurative gestures encompass expressive physical reactions to expressive markings in music, such as changing the facial expression, or body sway.
2.4. DIRECT AND INDIRECT CONTROL

2.3.1 The Challenge of Vocal Gestures

The challenge in developing digital musical instruments (DMIs) and musical controllers for the voice specifically (and particularly the larynx) come from the facts that 1) much of the voice is not outwardly visible or measurable, for instance in the way moving a limb might be, and 2) that most of the study of the physical vocal activity has been done in a medical context, which is inapplicable or impossible during performance. The covert movement and sensory experience of singing, combined with refined technique and intricate physiological movement, provide a difficult yet intriguing prospect for musical interactions. In order to digitally expand the capabilities of the voice while preserving the emotional communication and technique in singing as a musical craft, the inherent challenges of interfacing with the voice must be tackled: how do you design for something which you can neither see nor touch? Up to now, the voice controllers have revolved around more overt audio analysis and feature extraction. Refocusing design around the physiological interactions previously discussed, independent from the audio produced, can provide a means of direct control and get more to the root of the vocalist’s actions and intentions.

The 2003 NIME paper by Michael J. Lyons well summarises the core issues with physiological interaction in voice controllers: “Current ways of interacting with computers neglect most of physiology of human-human interaction and are surely unsuitable for most forms of communication, especially expressive forms such as music” (Lyons et al., 2003). Emotional expression and communication in singing is hypothesised to utilise existing neural pathways from verbal communication for encoding and interpreting emotion in speech (Juslin and Laukka, 2003; Juslin and Västfjäll, 2008), making this interaction especially critical in vocal music. Current vocal interfaces can be broken down into two main categories: controllers which use audio characteristics of the voice to control another instruments, or model-based vocal synthesis controllers which use other forms of interaction, mainly the hands; thus, there is a present gap in the utilisation of vocal technique and clear need to center the vocalist in the design of voice controllers. I will introduce firstly the distinction between direct and indirect control and the different controllers which have been developed for the voice up to this point. Then, I will describe how sEMG provides a way to bridge this gap in voice controllers and to provide a source of direct control and a sense of tangibility to the voice.

2.4 Direct and Indirect Control

The distinction between direct and indirect control is well-defined in HCI: coined by Shneiderman, direct manipulation describes user actions which are rapid and mimic real-life interactions with objects in an incremental and easily reversible way (Shneiderman and Maes, 1997b). An example would be a touch screen, which allows users to directly “touch” objects to open them. Indirect manipulation instead involves an intermediary stage where some translation must occur between the user and machine. Instead of touching an application, a user could indirectly open them at the command line.

In direct control, as the name implies, the action of the user directly manipulates the machine; for instance, the touch screen on most modern phones allows the user to directly “touch” an application to open it or type onto a digital keyboard. Direct control mimics real-life interaction and so allows for ease of use and understanding, as well as ease of amendments to the change made. In contrast, indirect control involves an intermediary stage where the action of the user must be translated into the output of the machine; a basic example would be the volume control on most digital devices—a slider or knob which moves left to right yet brings the volume down or up. The user is controlling an object which only loosely mirrors the action being performed and the directional difference between left/right and softer/louder must be translated with some mental effort. This example is a fairly
intuitive one, but indirect control can become more complicated in contexts such as working at the command line; the connection between action and result becomes much less clear and thus carries a heavier cognitive load.

In musical interfaces, we thus define this intermediary translation stage which exists in indirect control as feature extraction. Indirect control would be audio-signal-driven sound synthesis (Pöpel and Dannenberg, 2005) where analysis and parametrisation of sound drives interaction; features are extracted from input audio and mapped to other elements of synthesised output. Truly indirect control-based interfaces would include instruments such as the MIDI guitar, which uses audio signal to generate symbolic MIDI data (Verner, 1995) or Max Mathews’s electronic violin through which filter parameters are controlled by audio amplitude (Mathews, 1984). Direct control would not involve this parametrisation. A direct control comparison to the MIDI guitar would be the K-Bow, a violin bow controller which generates MIDI data from bow position, acceleration, pressure, and grip (McMillen, 2008). Features for control could also include sensor measurements and raw audio for excitation of digital synthesis, for instance piezo sensing for string plucking (Harrison et al., 2018) and resonance modeling in the Caress instruments (Momeni, 2015). As seen in cases like this, it is important to note that the use of audio signal does not imply indirect control; the distinction is in the presence of the translation as a result of audio analysis and feature extraction for control parameters.

Therefore, the key affordance of direct over indirect control when interacting with the voice is that it does not rely on audio production to provide interaction. Figurative gestures often do not produce sound on their own (Godøy and Leman, 2010), but are essential in regulating emotional communication (Buck et al., 2013; Doğantan-Dack, 2011) as well as group dynamics and synchronisation (Eerola et al., 2018). Such aspects of performance could be used for direct control. Additionally, most audio analysis, especially spectral analysis, introduces some latency into a system. An unpredictable connection between user and interface can also result from imperfect audio analysis; pitch tracking algorithms are not always accurate and can behave in strange ways. Finally, audio-based indirect control implies that there is an acoustic sound which any digital synthesis must compete with.

Direct control involves manipulation of sound based on the action which produces it; for instance, using sensors to directly map on pressure piano keys to manipulate MIDI note velocity. Indirect control involves examining the audio signal produced; in the case of the piano, perhaps applying a filter when the pianist plays above a designated note. An intermediary step is introduced in this translation and requires the pianist to learn these new associations. Furthermore, there are many ways to produce a pitch on a piano (physically reaching in and moving the hammers, electromagnetic activation of the strings, etc.). Thus many facets of creative performance technique that are inaudible or do not produce sound can be lost when only indirect audio-based features are used for control.

In instrument design there are benefits to each type of control. Direct control is critical when the focus of the interface is in capturing performance gesture, particularly in cases where auxiliary gestures (those which do not produce sound but convey emotional meaning) are important in musical communication. Indirect controllers can allow for ease-of-use, greater precision and scaling, and versatility in flexible mapping of many parameters to a few controls.

### 2.4.1 Combining Direct and Indirect Control

Many digital instrument designers have successfully balanced both types of control in a single interface. This is particularly present in augmented instrument design, where the common design goal is to allow the musician to use their existing technique on an otherwise traditional instrument for digital synthesis aspects, sonic or otherwise.
Such augmented instruments include the Overtone Fiddle (Overholt, 2011), Svampolin (Pardue et al., 2019), and other related hybrid violin controllers (Pardue and McPherson, 2013; Pardue et al., 2014). The augmentation of the violin involves multi-modal tracking of several elements of performance, including upbow and downbow detection with electrodynamic pickups on the bridge and pitch tracking via left hand finger placement on pressure sensors embedded into the fingerboard. The key control element here, pitch data, is based on a fusion of this sensor data as well as parameters extracted from the audio signal. Some augmentations were intended for use in teaching, meaning that “both pedagogically and motivationally, players need to feel like they are playing a real violin;” thus, focus was placed on low-latency response and coupling acoustic sound analysis and gestural-based controls to reinforce sensorimotor mappings in learning (Pardue et al., 2015, 2019).

This work on the violin was partly inspired by the ESitar, an augmented sitar which also uses a variety of sensors for detecting gestures such as hand position, fret placement, and thumb pressure in addition to audio analysis (Kapur et al., 2004). This combination of control helps to determine gestures which may otherwise be undetectable from an audio-only standpoint, such as the performer bending a string for pitch variance. The ESitar also provides coordinated visual representation based on direct gestural control, which is useful in teaching contexts for reinforcement of finger placement as well as in creative performance.

An example of combination control aspects involving the voice can also be found in the “auditory masquing” tools developed by Stahl and Clemens for work in diegetic character voices (Stahl and Clemens, 2010). This work again aims to preserve the personal connection created within the unprocessed voice whilst adding the desired element of digital transformation (in this case, preserving the actors’ voices when they are enhanced for character work). The authors’ motivation derives from the idea that “the sense of personal connection between increasingly synthetic performers and increasingly diffuse audiences is vital to storytelling and entertainment”—not unlike musical storytelling in vocal composition. The design of the voice interface, a wearable sound reproduction system using predictive forward stimulation, allows for key qualities of the acoustic output (particularly low-end sources which add defining characteristics to the speaking voice) to be retained and improve vocal clarity and individual characteristics of speech when combined with other auditory masquing techniques. This is beneficial to consider in aspects of work with the personal aspects of the voice.

This blend of controls can also be found in new instrument design, such as the Bellyhorn (Verdonk, 2022); Verdonk describes how visible excitation methods can reinforce connections between synthesis elements to preserve human interaction and expression (Verdonk, 2015). Using vocal audio features and direct pressure from body, the bellyhornist can influence the drone produced inside the instrument. Singing loudly or putting one’s head further into the horn define the volume of the drone, while lifting the horn influences pitch. The player can also lie on the instrument and change its shape to influence the sound. This combination of control allows the user to create sound through exploration.

### 2.4.2 Vocal Interfaces

A look through NIME conference proceedings from 2001 to 2022 reveals the voice is a relatively uncommon focus in academic research, with fewer than 20 papers devoted to control aspects of the singing voice (Kleinberger et al., 2022). Although this is a non-exhaustive search and vocal DMIs have been published in other academic venues focused on HCI (e.g, Kilic Afsar et al. (2023), which focused on sharing gestural information and bodily sensations between a vocalist and listeners), NIME demonstrates how neglected vocal interaction is, even in a conference focused solely on musical interaction. Up to 2022, 1,887 papers had been published at NIME, meaning voice makes up about 1% of the NIME literature. On the other hand, from a commercial standpoint, there are thousands
of mobile apps which use vocal audio signals for synthesis, identity recognition, and entertainment, such as in karaoke apps. The controllers which do exist can be divided roughly into two categories: those using features of the voice (most are indirectly extracted from audio) to control aspects of other-instrument synthesis, and those using non-vocal direct control to manipulate digital vocal synthesis.

It might be important to note that, although I originally searched through the NIME archives up to 2022, this continues to present a challenge in instrument design, despite the prevalence of voice as an instrument. To the best of my knowledge, commercial applications exclusively use indirect audio processing, largely via the inbuilt microphones on mobile phones. Within research fields, where there is potentially more room for exploration of direct control methods, this still seems to be the case, suggesting that it is not a financially motivated or product- or consumer-driven barrier disrupting the creation of novel vocal interfaces. Rather, the lack of advancement in vocal control appears to come from the difficulty of direct vocal control, remaining almost exclusively in the audio domain. In the last two years, only two additional papers have been published regarding this — my own (Reed and McPherson, 2020), which will elaborate on this exact challenge of vocal interaction and addressing it through sEMG, and another example of blended direct and indirect control in The Body Electric (Cotton et al., 2021b), which I will elaborate on below.

The Voice as a Controller

There are many instances of vocal audio signal features being used to indirectly control synthesis for other instruments. Vowel detection with the Wahwactor allows for control of guitar filtering (a wah-wah pedal) in the guitarist uttering “wah-wah,” as a way to reduce the learning demands of using a foot pedal (Loscos and Aussenac, 2005); a similar example is the synthesis of bass guitar using volume, pitch, and timbre extracted from the voice (Janer, 2005). Other devices have been developed commercially, notably the Vocoder and TalkBox for changing instrumental filtering using vocal formants and mouth shape derived from the audio signal. Newer digital controllers include imitone, a voice-to-MIDI controller comparable to the MIDI guitar (Evan Balster and Richard Hogg, 2022), and the OVox plug-in by Waves (Audio, 2020) which uses vocal features to control filtering and modulation. Audio signal has also been translated into tactile physical vibration in musical installations (Holbrow et al., 2014). These devices, developed specifically for vocalists, highlight their ease-of-use and intuitiveness as primary selling points. OVox in particular highlights a similar blend to its controls as seen with augmented instruments, with the specific goal of preserving expression in the original vocal signal for authenticity: “The human voice is the original instrument—the richest in expression and the fullest in color. OVox turns your vocal—any vocal—into an even more limitless musical playground for you to express your creativity.”

Articulatory aspects of the voice have also been the subject of a few direct control-driven interfaces. There have been several mouth or vocal tract interfaces developed using facial and mouth tracking, such as the Mouthesizer (Lyons et al., 2003), mapped to a variety of sound synthesis parameters (de Silva et al., 2004; Pöpel et al., 2014) or as MIDI controllers (Orio, 1997). Ultrasound has been used in the case of the Tongue’n’Groove (Vogt et al., 2002) to use tongue contour and motion for controlling other digital instruments as well as a vocal model, although the system was not used for gestural recognition of vocal technique, “but rather to explore how to leverage the fine motor control skills developed by the tongue for expressive music control.” Outside of a musical context, ultrasound has also been used to detect speech formants for direct control (Kimura et al., 2019). The installation by Poepel et al. is notable in its direct control aspects, employing a kind of “air-opera” where the participant would be able to pantomime operatic performance without singing by miming vowel shapes with their mouth (Pöpel et al., 2014).
Corsetto (Kilic Afsar et al., 2023) is a wearable corset containing pressure sensing pillows. The pressure sensing drives the actuation of pneumatic fibres to expand and contract the garment as the wearer breathes (Afsar et al., 2021), creating an extension of the sensation of breathing, or that the garment breathes back in response to the wearer’s movement (Cotton et al., 2021b; Tsaknaki et al., 2021). With the help of this feedback, the wearer can observe and become attuned to the sensation of their breath in the abdomen and back. By capturing the movements of one singer and presenting them to another singer through haptic actuation, it is also possible to physically feel the movement of another person while singing (Cotton et al., 2021a). This has the potential to create mutual understanding of the motion between two individuals.

Controllers for Vocal Synthesis

Direct control is more prominent in controllers for vocal synthesis; however, the majority of this direct control relies on gestures unrelated to the voice or vocal performance, such as hand movements (d’Alessandro et al., 2006; Xiao et al., 2019; Yonezawa et al., 2005), manipulation of vocal tracts made of soft materials (Yoshimura and Kazuhiro, 2019), or browser-based (Thapen, 2017) and stylus/tablet control interfaces (Delalez and d’Alessandro, 2017; Feugère and d’Alessandro, 2013) to change vocal models. Digital vocal processing in computer-based audio plug-ins is also popular; for instance, the Dehumaniser (Audio, 2022) provides modulators, scrubbing, spectral shifting, and a variety of filtering to create artificial monster voices or modify existing audio. Some instruments such as the SqueezeVoxen, COWE, and VOMID (Cook, 2005) incorporate direct controls for voice synthesis which are similar to actual singing, including air pressure sensing for breath control and mouthpieces for phoneme measurement, through amalgams of other instruments such as accordions and keyboards. Although removed from organic voice production, some groups such as the Cantor Digitalis (d’Alessandro et al., 2014; Feugère et al., 2015) team have been able to turn this control of voice synthesis into an art form in its own right (Synthesis, 2016).

There are several notable vocal performers working with vocal controllers and extended vocal technique (using the full-range of vocal technique) to augment and explore the virtuosic and cultural aspects of the voice that shape vocal performance. Vocal composer and instrument designer Kristin Norderval notes that some of the main barriers in introducing interactive technology into vocal practices, particularly opera: existing technology does not mesh well with theatrical aspects of performance and need for mobility, there are few systems which do not rely on a visual interface, and systems often do not accommodate both acoustic, unamplified voice and processed sounds (Norderval, 2020). Norderval’s work with the HotHand (SourceAudio) and Wave (Genki) rings use gestures of the hands to process the voice, which is heard alongside the unamplified vocal signal. In this work, the focus is on the aesthetics of balance and interplay between the two components (Norderval, 2020). In another example, Pamela Z famously uses custom MIDI controllers and a variety of processing software to process their own voice in real-time, combining an extensive knowledge of traditional vocal techniques with digital capabilities (Pamela Z, 2020). Pamela Z’s work, like Norderval’s, incorporates balance between abstract vocal expression and literal or easy-
to-grasp vocality. As vocalist Franziska Baumann highlights, everyone has a voice and can make a connection to vocal content quickly in this balance (Baumann, 2021). Baumann’s own vocal designs use communicational gestures, for example to create a visual metaphor of limbs that demonstrate interactions between musicians (Baumann, 2023). Similarly, Alex Nowitz explores the Strophonion, built at STEIM (Studio for Electo-Instrumental Music, Amsterdam), to augment his voice using live sampling techniques controlled with its hand controllers (Nowitz, 2019). Through this work, for instance in the piece like Nowitz’s Moving Tongues: Playing Space, multivocality — various aspects of performer knowledge — are addressed (Nowitz, 2018). Controlled by gesture, the introduction of vocal processing extends the voice, blurs processed and unprocessed voice, and captures the “vocal imaginary,” and how these multivocal processes are linked (Nowitz, 2018, 2021).

2.5 Summary

In short, the vocal apparatus requires fine motor control during singing. Although studied extensively in medical contexts, the methods of interfacing with the voice presented by physiological research are not suitable for musical interaction, or most other interactions outside of the lab for that matter. In current musical interactions, controllers which deal with the voice often lack a source of direct control; that is, they operate by extracting features from the audio signal resulting from the body’s characteristics, rather than the body itself.

Among this variety of vocal interfaces, there is a clear gap: control of synthesis using direct vocal control. Being interested in utilising the well-developed sensorimotor techniques of vocalists and examining the internal connections singers have with their body, I particularly sought devices which used audio-independent control. Later, in Chapter 4, I will introduce my exploration of surface electromyography (sEMG) for direct physiological vocal sensing in a minimally disruptive way to bridge this gap and provide a method for voice controller design that can be used by the wider music community. To provide a way to work with the vocal physiology in a direct and non-invasive way, this thesis explored and designed a vocal controller using sEMG to better understand vocalists’ movement and perceptions at their source — in the body, rather than in the resulting sound.

In order to understand how this gap of direct control will be addressed, keeping the body at the forefront of the vocal interaction, I will now move to the more perceptual aspects of singing and musical interaction, to build a clearer picture of interaction from the musician’s point of view.
Chapter 3
Vocal Phenomenology

Imagery & Tacit Knowledge as a Basis for Vocal Interaction

Musicians relate to physical aspects of performance and gesture through more abstract cognitive processes, namely in mental musical imagery. This chapter addresses the phenomenology of the musical and, more specifically, the vocal experience — how musicians really understand their practices. I first discuss musical imagery and how it is formed, measured, and used by vocalists and other musicians. Then, I outline vocal expression and materiality; that is, how the physical quality of and the way we feel and hear the voice shape our interactions, and how this is related to the formation of musical imagery. I conclude by discussing how metaphor is a critical tool for understanding and describing our imagery, and how vocalists are taught and understand their practice through such abstract representations in the voice lesson.

3.1 Mental Imagery

In general, imagery refers to the anticipated outcomes of a particular action in its preparation or intention, and shares neural and behavioral similarity to actual execution (Halpern and Zatorre, 1999; Halpern et al., 2004; Kleber et al., 2007; Kosslyn et al., 2001; Trusheim, 1991). The action and its execution rely on a single underlying mental representation as the imagined action (Zatorre et al., 2007). There are different modalities of imagery as they relate to all the senses; however, the focus in cognitive research is commonly on visual, auditory, and kinaesthetic modalities. Visual representations relate to what is “seen” in the mind and can sometimes be from a first-person (1PP) or third-person (3PP) perspective (Cumming and Williams, 2012; Williams et al., 2012), while auditory imagery refers to what is heard in the “mind’s ear.” Kinaesthetic modality involves the “feel” of completing the action (Cumming and Williams, 2012; Leman, 2008). It is important to note that the sensory experience in general contains large amounts of overlap and therefore none of the modalities of imagery occur in isolation; additionally, imagery is highly context based and is often accompanied by elements of emotional state, including feelings of pleasantness or tension (Zagacki et al., 1992).

3.1.1 Imagery Theories

There are several theories in psychology which propose how imagery works to help us learn skills, visualise actions and reactions, and retain memory of previous experiences. These have been previously referenced when discussing musical imagery (Jestley, 2011). These are summarised in Table 3.1.

When referring to imagery in this thesis, I will largely focus on Functional Equivalence (Kosslyn et al., 2001); that is, that imagined representations of prospective actions play a preparatory role in
### 3.1. MENTAL IMAGERY

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Theory</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sackett (1934)</td>
<td>Symbolic Learning Theory</td>
<td>Imagery works as a “blueprint,” mapping out the sequential aspects of an action. This image is essentially a motor programme in the nervous system and can be rehearsed to help encode symbolic patterns of action.</td>
</tr>
<tr>
<td>Paivio (1975, 1978)</td>
<td>Dual Code Theory</td>
<td>Imagery exists in two separate channels, as either sensory imagery or verbal imagery. These are processed differently but can be used together or in combination. Information can therefore be stored either as an image or a word; images are better for concrete concepts and words for abstract concepts.</td>
</tr>
<tr>
<td>Grouios (1992) Hale (1994)</td>
<td>Insight Theory</td>
<td>The perception of a whole situation is encoded in imagery, rather than in parts or as details. Rather than learning over time, the skill is encoded through sudden insight.</td>
</tr>
<tr>
<td>Pylyshyn (2003, 1981, 2002)</td>
<td>Tacit Learning Theory</td>
<td>Rather than images being encoded directly in memory, people view and describe their imagery as what they believe they are seeing, based on their implicit knowledge.</td>
</tr>
</tbody>
</table>

Table 3.1: An overview of imagery theories and how they describe the encoding of knowledge and action paths in the brain (adapted from Jestley, 2011). Functional Equivalence, the theory used in this thesis, is highlighted in the blue box.

Motor control and have been found to share neural and behavioural similarities with the execution of actions (Cumming and Williams, 2012; Halpern and Zatorre, 1999; Kleber et al., 2007; Trusheim, 1991; Zatorre et al., 2007). Later, in Chapter 4, I will introduce the most common methods for measuring imagery ability. These methods are primarily validated with respect to neural imaging and therefore utilise Functional Equivalence Theory. However, this thesis’s investigation and findings are not heavily predicated on the correctness of this theory; regardless of the exact encoding of the vocal imagery, its use is essential to relationship between vocalist and voice. There are several considerations of grounding the thesis in this theory, which I will discuss in Chapter 4 when outlining the methods used for this thesis.

### 3.1.2 Musical Imagery

Musical imagery therefore encompasses the mental imagining of all of the aspects of the musical experience—the auditory, visual, kinetic, and tactile aspects of sound and sound production—without or prior to action and sound production, when no audible sounds are present (Godøy and Jørgensen, 2001; Keller, 2012; Trusheim, 1991). The sound represented in a mental musical image can be consciously called upon by performers. In the context of performance, kinaesthetic musical imagery might take the form of planning out piano fingerings in one’s head or the imagination of the fingers’ movements while stationary on a table, while visual imagery could involve 1PP imagination of a particular performance hall and standing on its stage, or 3PP imagination of observing another performer from the front row.

Much research in this musical context focuses on the auditory aspects of musical imagery—that is, the ability to imagine the qualities of a sound without hearing it. This is especially critical for musicians in sound production, where an auditory image can be used to prepare the body and the instrument to properly execute musical passages and adapt technique learned in rehearsal for a performance setting. Musicians notably use auditory imagery in *audiation*. “Audiation is to music what thought is to language,” as described by Gordon (1999), and operates in a similar way to allow musical communication: it is how we think of music, construct ideas and understanding, and give
meaning to what we hear, as we would do with linguistic communication (Gordon, 2011). Musicians and music educations commonly use the term audiation to refer to mental imagery executions of hearing music covertly within the mind, without overt playing or singing (Brodsky et al., 2008a; Halpern and Overy, 2019; Pfordresher and Halpern, 2013). This mental execution of a musical exercise in silent rehearsal is useful while preparing for performances to explore differing technical and expressive aspects of a piece (Bailes, 2006; Cumming and Williams, 2012; Holmes, 2005; Loimusalo and Huovinen, July 5-9, 2016), as well as to coordinate sensorimotor actions needed to execute these aspects in their performance (Fontana et al., 2015; Keller, 2012; Leman and Maes, 2015; Pfordresher, 2019). Personal experiences including instruction, practice, and time spent in performing environments will form the basis for imagery associations and are therefore highly individual. The use of imagery and its application during practice and performance will also vary based on a musician’s specific background and training (Bianco et al., 2018; Fontana et al., 2015; Pfordresher, 2019).

3.1.3 Using Musical Imagery

During performance, imagery is used to anticipate the outcomes of certain actions and is employed by musicians during practice to prepare for upcoming performances (Bailes, 2006; Cumming and Williams, 2012; Holmes, 2005; Leaver et al., 2009). The use of imagery gives musicians the ability to audiate — in other words, hear the music in the mind and examine other elements of performance within silent practice, without actually performing a piece (Loimusalo and Huovinen, July 5-9, 2016). Musicians commonly state that the ability to imagine a performance is essential to expressive qualities in their music (Holmes, 2005; Woody, 2006) and for coordination in sensorimotor action while playing or singing (Fontana et al., 2015; Keller, 2012; Leman and Maes, 2015; Pfordresher, 2019). Deficit to this internal translation between auditory and motor imagery results in inability to predict the outcomes of action and is believed to be the reason vocal pitch-imitation deficit (VPID) singers are unable to match a pitch they hear (Pfordresher and Halpern, 2013; Pfordresher et al., 2015).

The formation of auditory imagery is also used for the purposes of memorisation and expression, where, without instrument in hand, imagery “frees your brain to study it [the piece and its components] in more detail (Holmes, 2005).” Motor and auditory imagery and emotion are closely linked as a singular feeling during performance. Musicians describe these images as existing together in spacial awareness, with an emotional feeling acting as a type of cue or trigger which warrants a corresponding musical response to communicate this feeling (Holmes, 2005; Keller, 2012). Furthermore, musicians with the ability to audiate are able to better discern the qualities of their produced sound compared to their desired sound and to adapt over the course of a performance to incorporate expressive features (Loimusalo and Huovinen, July 5-9, 2016; Trusheim, 1991; Zarate and Zatorre, 2008).

Use of musical imagery and its application during practice and performance will vary based on the specific background and training an individual musician has (Bianco et al., 2018; Fontana et al., 2015; Pfordresher, 2019; Woody, 2006). Personal experience during learning, practice, and performing will form the basis for imagery associations. This individualistic component of imagery is thought to cause difference in expression between different performers and be responsible for the quality of interaction within musical ensembles (Keller, 2012).

Adapting to Altered Feedback

Imagery is particularly necessary when musicians need to produce a desired sound or expressive quality to their performance but have reduced feedback. For musicians, auditory feedback is the
3.1. MENTAL IMAGERY

strongest source of information about their own playing—after hearing the sound produced, adjustments can be made to achieve more desirable results. However, the available feedback is not always ideal in particular performance venues and conditions. Hearing one’s own playing can become difficult, if not impossible at times. Altered auditory feedback (AAF) in live performance environments can happen through sound masking, external noise and speech distractions, poor placement of monitoring speakers, delays, mix issues, and uncontrolled resonances from the space itself. These AAF conditions are difficult to control during the course of a performance and must be met with adaptation and flexibility on the part of the performer. In these settings, musicians rely on their auditory imagery abilities to monitor their performance; through the recall of an auditory image and associated actions used to create the desired sound, performers can anticipate the results of their actions without hearing for certain the sounds they produce.

Building musical imagery during ideal rehearsal conditions allows connections to be made between sound and action and results in better accuracy in subsequent performances (Goebl and Palmer, 2008; MacRitchie and Milne, 2017). Several studies focusing on pianists have found that auditory imagery built during rehearsal with strong auditory feedback allowed the musicians to recall and play a piece accurately with reduced or even no auditory feedback (Brown and Palmer, 2012; Edmonson, 1972; Finney and Palmer, 2003; Highben and Palmer, 2004). The ability to rely on the calculated outcome of an action with auditory imagery extends further to expressive technique, such as dynamics and articulation, which can be performed regardless of the presence of auditory feedback (Bishop et al., 2013). Auditory imagery also assists with motor coordination and expression in duet and group performances, where musicians must adapt to other players and communicate intended sound through expression and gesture (Brown and Palmer, 2012; Davidson, 2012; Highben and Palmer, 2004; Zatorre et al., 2007).

Connections made between sound and action can thus provide later auditory recognition and accuracy in playing (Goebl and Palmer, 2008; MacRitchie and Milne, 2017); when practice is done in methods that use auditory-only listening or combinations of auditory-motor learning, pianists have been shown to have stronger recognition of melodies than in conditions of motor-only learning (Brown and Palmer, 2012). The association of a particular produced sound to a specific action can be referenced later to recognize patterns of playing. Research shows that, when a piece is learned with auditory feedback, pianists are also capable of recalling and playing a piece with accuracy when there is reduced or no auditory feedback; this is due to the application of imagery constructed during the learning process and the confidence in recreating that action without actually perceiving it (Brown and Palmer, 2012; Edmonson, 1972; Finney and Palmer, 2003; Highben and Palmer, 2004).

Pianists have also been shown to be capable of imagining certain expressive features, such as dynamics and articulation (Bishop et al., 2013), which can be performed regardless of whether auditory feedback is available. Motor-learning is found to be directly related to mental imagery abilities in terms of expression; musicians with greater ability to apply mental imagery are able to “fill-in” for missing auditory feedback by imagining their produced sound during the learning process (Brown and Palmer, 2012; Highben and Palmer, 2004; Zatorre et al., 2007). Anticipatory imagery from associations made in familiar melodies also allow musicians to better predict melodic movement; this activity is present in activation of premotor areas of the brain, which play a role in sequence learning (Leaver et al., 2009). Existing ideas of expression in music are also found to help unite collaborative playing in duets, where musicians pull from experience to communicate expression to others in the group (Davidson, 2012).
Training Musical Imagery

It is believed that imagery can be trained to some degree by rehearsing within environments that encourage its formation. This could include practicing within the intended space or in situations which may strengthen the associations (e.g., focusing on the tactile sensations of a performance in settings where AAF is present).

The PETTLEP model (Physical, Environment, Task, Timing, Learning, Emotion, Perspective) of learning (Figure 3.1) is thus encouraged for use by musicians (and those in other arts, as well as in athletics) to rehearse with ideal conditions as close as possible to actual performance in order to form new mental imagery (Cumming and Williams, 2012; Trusheim, 1991; Wright et al., 2014). This model is based on the functional equivalence theory of perception, believing that imagined and executed actions recruit the same centres in the brain; therefore, we can essentially train action through imagery and its construction (Wakefield et al., 2013; Wright et al., 2014). This model mimics the formation of imagery “in the wild” but draws focus on the experiential elements which are believed to make images stronger in practice. With application of these contexts in rehearsal, it is seen that performers can increase their aptitude for building new imagery; additionally, by combining as many sensory elements into the experience as possible, the image itself is further strengthened (Godøy and Jørgensen, 2001; Holmes, 2005; Trusheim, 1991; Wilson, 2006).

Figure 3.1: The incorporation of imagery tasks and ability in an individual’s anticipated action (adapted from the revised PETTLEP model of learning (Cumming and Williams, 2012)).

3.1.4 The Role of Imagery in Singing

As an instrument, the voice provides an interesting case for study of auditory imagery. Despite singing being universally present in all cultures, and a naturally intuitive ability for many members of those cultures, it requires strong imagery, particularly in the connection between internal physical sensation and resulting sound. Singing lacks external tactile feedback compared to other instruments, which involve some overt tactile aspect of control for feedback; for instance, a pianist is able to rely somewhat on the one-to-one mapping of a key to a specific note; if the auditory conditions of a performance are not ideal, the pianist can rely solely on the tactile feedback for accurate performance. In other instrument interfacing, such as in winds, the mapping relies more on auditory imagery: a trumpeter can rely on their valve combinations to some degree, but their embouchure
must be adjusted with the correct partial in mind to achieve the correct note.

Auditory imagery is essential in translating the ideal sound to physiological expression (Clark et al., 2011); for vocalists, with an instrument existing fully within the body, this is especially so. As in the case of embouchure adjustment, there is some degree of kinaesthetic imagery (the musician is able to consider “what does this note feel like?” in both a tactile and proprioceptive sense, while a vocalist would be limited to proprioception alone), which is coupled to auditory imagery through sensorimotor links (Cumming and Williams, 2012; Pfordresher et al., 2015). The connection becomes more obscure as the instrument is further removed from direct tactile connections (Hemsley, 1998; Hines, 1983); vocalists are highly dependent on internal kinaesthetic feedback (Larson et al., 2008). The internal sensory experiences of vocalists can be less apparent than tactile feedback received at the fingertips.

Previous work demonstrates that singers may be more susceptible to pitch-shifts than keyboardists, due to the particular perceived response-effect associations and coordination that singers have learned in normal circumstances (Pfordresher and Mantell, 2012). However, self-reported experienced vocalists exhibit similar success to instrumentalists in a study conducted by Zarate and Zatorre, where neural activity was monitored while singers adapted to pitch-altered feedback (Zarate and Zatorre, 2008). While both untrained and trained vocalists utilise the same functional networks during singing, the trained vocalists showed higher levels of activity that allowed them to adjust to pitch-shifting and ignore external stimuli to closely monitor their own pitch. With altered feedback, vocalists exhibit more awareness of their own vocal-motor programs to ensure their notes are being produced correctly in terms of pitch (Zarate and Zatorre, 2008). In the case of AAF, vocalists must rely even more on internal, often wordless imagery and understanding of their action paths to perform with high accuracy (Salaman, 1989). With this less well-defined feedback and difficult-to-articulate imagery, vocalists depend heavily on abstract metaphor to understand sensory feedback and create and use musical imagery.

### 3.2 Vocal Expression, Entanglement, and Materiality

Before going into details of how musical imagery is formed and vocal pedagogy, I want to quickly define some elements of vocal quality and musical expression. It is important to consider the perceptual aspects of music and the voice which are important to singers during their practice to understand what is important in interacting with the voice. I will also discuss vocal and instrument entanglement and how the materiality of the voice impacts our interaction with it. It is likewise important to consider that, as the author of this work, my own vocal background is a major influence in this research. I have been trained in a Western classical vocal context, with specialisation in Baroque and Romance opera and art song. This is all to say that context is everything: musical culture forms our perception and understanding of the voice. I will briefly introduce terminology used in physiological research and in Western classical vocal contexts to help solidify this context going forward.

#### 3.2.1 Vocal Terminology

Three qualities — voice, vocal (not the same thing!), and emotional quality — are used to describe aspects of singing. Voice quality is influenced by the register the singer is currently using (Prem and Parnscutt, 2008). A singer’s register is generally either the “chest voice,” “mixed voice,” or “head voice” (falsetto is the more common term for head voice in male singers), referring to the low and high registers of the voice, respectively. The distinction between registers is not well defined but generally refers to the resonance placement of the voice at different pitches; this is particularly noticeable in the lower register, where the lowering of the larynx causes resonance in the chest.
In contrast, vocal quality refers to the physiological aspects of the vocal folds and resultant opening and closing of the vocal tract (García-López and Gavilán Bouzas, 2010; Prem and Parncutt, 2008). This is therefore a physiological indicator of the voice, rather than a situational descriptor, in the case of voice quality. Physiology (and prior genetic factors) will determine the singer’s vocal range and subsequently designated voice part. From highest to lowest the main voice parts are: soprano, mezzo-soprano, contralto (or just alto), countertenor (or contra tenor), tenor, baritone, and bass. Most female singers make up the first three groups while most male singers the latter three; males whose voice range occupies the same range as the female mezzo-soprano or contralto are referred to as countertenors. An individual’s physiology determines the frequencies which compose the higher voice formants that, along with the resonances created by the space in the mouth, provide the timbre and individual characteristics of the voice (Sundberg, 1994). Voice instructors will sometimes define the color or characteristics of an individual voice in comparison to an instrument with similar formants—some voices are defined as “reeds,” having a thicker, rounded tone, while some are labelled “flutes” and have a thinner, clearer sound.

Finally, emotional quality refers to the emotional and mood quality added to the base timbre of the voice. This is highly individual and can depend on the personal mood or interpretation of the singer (Prem and Parncutt, 2008). As with other musical practices, these qualities can be difficult to describe in language but are sometimes described through colors and visuals (blue, bright, dark) or other physical qualities (mellow, soft, dense) (McAdams and Giordano, 2009; Siedenburg et al., 2016). However, there is still little agreement on how individuals express their perception of musical timbre in other modalities (Löbbers and Fazekas, 2021; Löbbers et al., 2021).

### 3.2.2 Expressive Singing

The ability of music to convey emotions has long been studied, especially in regard to listener interpretation. Emotion has been found to be present in various musical features, including timbre (Farbood, 2012; Farbood and Price, 2014, 2017), rhythm (Krumhansl, 2000; Schellenberg et al., 2000), tempo variability (Juslin and Madison, 1999; Kamenskaya et al., 1997), loudness and intensity (Sloboda and Lehmann, 2001), pitch and tonality (Krumhansl, 2000; Lerdahl, 1996; Lerdahl and Krumhansl, 2006), and harmonic and melodic movement and expectation (Bigand et al., 1996; Farbood, Aug 25-29, 2008; Farbood and Upham, 2013; Herremans and Chew, 2016; Steinbeis et al., 2006); these are elements manipulated in composition by performers in order to provide emotional context and change to the listener during a performance (Gomez and Damser, 2007; Hevner, 1936; Krumhansl, 1997, 2002; Sloboda, 1991). The range of emotions experienced during musical performance fall into the same semantic space as emotions experienced during other parts of daily life (Hevner, 1936), with the aforementioned features providing a way for the listener to apply their own personal and individual life experience to what they hear (Sloboda, 1991).

In a way that mirrors speech, sung vocalisations are able to carry emotional context; it is hypothesised that singers communicate by “exploiting” the same neural paths used in encoding and understanding emotion in speech (Juslin and Laukka, 2003; Juslin and Västfjäll, 2008). Vocalists are also able to express strong emotional context in a sung piece by manipulating its musical features, with even young children (aged 5-10) being able to both identify the emotional quality of a sung musical excerpt and convey different emotions in their own singing (Ebie, 2004; Gabrielsson and Juslin, 1996; Kendall and Carterette, 1990). The voice as an instrument can also be regarded as more emotionally expressive due to the context carried by the lyrics of a piece. Ultimately, the vocalist is responsible for relaying their desired interpretation of those lyrics and the composition as a whole to the audience by applying learned performance techniques, including musical imagery, to achieve the necessary sound quality.
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3.2.3 Instrument Entanglement

Musical imagery forms through experiences of making music in practice and performance and the ongoing construction of relationships with instruments. This interaction includes, as mentioned at the start of the section, the influence of the musical culture and the qualities of the voice we perceive. Context, our relationships, and our experiences with our bodies and with tools (instruments or otherwise) change how we interact with them. For instance, with advances in musical technology and changing roles in performance and composition, such as AI in music and physiological- or movement-based control, the relationships between musicians and musical tools has also changed (Ihde, 2021). This is of course also true of more “traditional” musical interfaces; with the introduction of new musical technology, we can observe this changing interaction with respect to novel designs. This relationship to instruments and our understanding of interaction with them is driven in a cyclical way, where the feedback we get from the world influences our behaviour (Frauenberger, 2019), which then provides new feedback about the world. Imagery changes over time with these new experiences and is closely related to the post-phenomenological theory of entanglement: entanglement with the world or the tools (for instance, musical instruments) shapes our understanding and the imagery we form through interacting with them. Mental imagery is a key component in interaction in the sense that it is formed through and depends on the user and system or environment interacting with each other (Armstrong, 2007; Essl and O’Modhrain, 2006; Frauenberger, 2019). Through the subjective experience of the user and their application of past experience, mental imagery provides the basis to examine the co-dependency and collaboration of a user with their environment (Höök, 2010; Tuuri et al., 2017; Wakkary et al., 2018). Mental musical imagery forms as musicians participate in rehearsal, performance, instruction, collaboration, and so on, and then use the experience to relate back to their world (Ihde, 1975). There is a cyclical relationship between performer and performance, where they continually shape each other and act, in a way, as a feedback mechanism - the performer learns from the space they are in or from whomever they perform with and the mental image is updated and refined as this interaction goes on. This makes up the theory of enactivism in interaction; that is, the system and the context in which it is used are inseparable and forms the way we learn actions and their consequences (Fenwick, 2000; Li et al., 2010). There is no permanency to the musical imagery and it evolves through the relationship of the musician to their world (Armstrong, 2007; Ihde, 1975).

The instruments themselves also dictate our understanding and the relationships we have in our interaction. The design of musical instruments and other technology therefore shapes how we interact and even more so who we are (Frauenberger, 2019); as Homewood succinctly puts it, "When we design for/with bodies, we actually design bodies themselves." (Homewood et al., 2021). This more-than-human shift highlights that, rather than humans being a more privileged or more-in-control position than other agents, humans and non-human machines, sensors, and tools all have agency within the interaction (Andersen et al., 2019; Devendorf and Rosner, 2017; DiSalvo and Lukens, 2011) and are part of each other in their entanglement (Barad, 2003):

3.2.4 Vocal Materiality

Post-human and material-discursive practices (Barad, 2007) focus on this decentring of the human in interaction to a more-than-human interaction (Forlano, 2016; Nordmoen and McPherson, 2022). For instance, the ideology of agential realism (Barad, 2007) focuses on material discursive approaches which balance the role of material and culture in the interaction; actions and interactions depend on materials and environment in which they were designed and used (Nordmoen et al., 2019). The different agents which make up the interaction are part of one another and are inherently entangled, rather than being ontologically separate entities, and all of these factors shape our reality; experiences
and realities are "enacted in practices." (Law and Lien, 2012) In the design of instruments, it is therefore possible to shape the musical interaction and indeed the musician through the design itself. This has led to suggestions that, rather than designing instruments and therefore dictating the musical interaction, designers should create tools that provide a context for "musicking" (Waters, 2021). Because of the personal connection and individual background of a musician, the use and perception of an interaction will depend on the individual (Mice and McPherson, 2022; Rodger et al., 2020). In this sense, creating more open-ended contexts or providing ambiguity can create space for exploration and understanding of musical understanding (Erdem and Jensenius, 2020). The musical context exists because of the identity, understanding, and perspectives of the musician; in a sense, the instrument is only an instrument because of the musician (Hardjowirogo, 2016). At the same time, the musician's perspectives are a result of the instrument and the interaction with it.

Body Lutherie

The materiality of the voice itself, as a physical aspect of the body and self, also plays a role in musical interactions. Human and body and voice are not separate entities but are rather entangled and depend on each other in interaction. In a material-discursive way, I have started to think of this relationship as a kind of “Body Lutherie” (Reed, 2023). Luthiers — musical instrument designers, specifically those who create string instruments like violins — work with wood, a material that is living, ever-changing, and unique. As with other woodworkers, the quality or uniqueness of that material often influences what it becomes or how the luthier works with it. This relationship with the material comes from deeply knowing and understanding the material itself, as an agent with its own role in the design process (Dew and Rosner, 2018; Nordmoen and McPherson, 2022). Although specific tree types may be grown in very specific conditions, there are many uncontrollable aspects of their growth which ultimately influence the wood. The environment, especially with increasing impacts of climate change, location, age, weather, and so on ultimately make up the material; only some of these (age) or portions of these (perhaps hydration and sunlight aspects of weather) can be managed. The other influences must be managed by the luthier in the creation of the instrument; in woodworking, like other crafts, the material often dictates the design. This has also been the case for “digital lutherie,” wherein aspects of a digital instrument such as programming environment or language and available parameter controls also influence the digital sounds created (Lepri and McPherson, 2019; Renney et al., 2022), as well as in the dynamics of agency in fabrication (Devendorf and Ryokai, 2015). Much like other materials, the physical voice is its own agent in vocal practice; we can only work with the voice we have, and this shapes our interaction.

Vocal Organology

This materiality of the voice goes beyond the body itself to the space in which it resides, both culturally, socially, and physically. Nina Sun Eidsheim’s work and critical organology of the voice as a means to consider vocal materiality (Eidsheim, 2017). The voice is not treated or perceived like other musical instruments; as Eidsheim describes, the voice perceived like other instruments would then be described in a material context referring to specific physiological features — respiratory organs, soft tissues, and articulatory bodies in the mouth, perhaps. By thinking of the “voice” as only one of the many functioning parts, rather than a singular entity, can provide a point of critical inquiry that isolates these features to instead focus on its materiality. Eidsheim focuses as well on the space within and outside the body, through which vocal sound must travel to be experienced, felt, and heard by both the vocalist and listener (Eidsheim, 2011). This view of voice as a “vibrational practice” defines music as a multi-sensory materiality (Eidsheim, 2015) resulting from the dynamic relationship between spaces, the performer’s and audience’s bodies and experience in the world, transitioning
from “thinking about music as a knowable aesthetic object to thinking about it as transferable
energy” (Eidsheim, 2015). For example, Eidsheim examines Juliana Snapper’s underwater opera
performances as a case study of the importance of space outside the body to perceive the voice
(Eidsheim, 2011); traveling through water instead of air acts as a ‘denaturalisation’ (Stadnicki,
2016) to examine this materiality.

The experience of the voice also goes beyond its physical properties and materiality. Cultural and
social backgrounds also dictate experience. Vocal organology aims to incorporate feminist philoso-
phies to examine such bias and predisposition (Eidsheim, 2011). Our lived bodies are embeded in
culture and context. A critical organology approach addresses present socio-cultural power dynam-
ics and gender disparities which form much of our view of the physical body, people, and identity,
and therefore vocal vocabulary and discourse. (Eidsheim, 2017). In this thesis, I will focus on the
dynamics between vocalist and voice as one part of this complex vibrational vocal relationship. The
relationship between vocalist and voice is entangled with culture and perceptions of the body, and
this in turn impacts vocal musical imagery and how we understand vocal practice. With this vocal
context of expression, entanglement, and materiality, I will introduce vocal metaphor and how the
perception of the voice as body and instrument is described and taught within the vocal context.
This dynamic relationship, rooted in complex culture and entanglement between body and voice, is
most commonly expressed between vocalists through metaphor.

### 3.3 Metaphor & Underlying Schema

Where it is difficult or impossible to understand or describe these material experiences and imagery in
direct language, metaphor allows us to apply what we do understand for explanation and reasoning.
We understand our experiences through proprioceptive senses, which make up awareness and control
over the body and understanding factors such as its positioning in space, movement, and tension
and effort in action (Candau et al., 2017). This knowledge — our innate tacit knowledge — arises from
living in our bodies and therefore it difficult to describe (Núñez Pacheco and Loke, 2016; Svanaes,
1997; Svanaes and Solheim, 2016). As well, much of the fine-grained dimensions of our interactions
are lost in the rapidness of experience (Petitmengin, 2006); although we receive sensory information,
much of the experience in any given moment is not readily available to us. In the case of musical
imagery or the sensory experiences which form our imagery, there is often a need for these abstract
references. Metaphor can help us to understand and articulate these understandings to others.

In order to use these abstract representations, we must be able to imagine them and understand
them through other life experience (Lakoff and Johnson, 1999). These images can take any kind of
sensory modality (visual, kinetic, auditory, etc.) or any combination thereof (Godøy and Jørgensen,
2001; Kosslyn, 1980; Olivenstein, 2003). Imagery allows us to imagine experiences without needing
to experience them and we can recall images we have previously encountered to inform future action
or understand a new experience (Jeannerod, 1994, 1995, 1999; Kosslyn, 1980; Kosslyn et al., 1995,
2001). Therefore, the relationship we have with imagery is also a constantly evolving one; the
experiences and interactions in day-to-day life help us to form mental images and representations
and then these images inform further interaction (Chiel and Beer, 1997; Depraz et al., 2003). These
associations, with repetition, are made up of schema.

#### 3.3.1 Image Schema

Schema are the underlying ideas and concepts we observe in our interaction (Johnson, 1989; Lan-
gacker and Lakoff, 1988). These schema can be extended to more abstract concepts and become
more embodied in our understanding (Langston, 2002). We make associations with different qualities based on the tacit knowledge formed around these schema, which become embodied metaphors (Antle et al., 2009; Daudén Roquet and Sas, 2021); for instance, the idea that future is forward and past is backward (Hurtienne et al., 2020). The schema associations we make between different interactions are found cross-linguistically (Gibbs et al., 2004), demonstrating that metaphor is rooted in the body and then informs language.

Perception mapped onto a physical equivalent forms what is referred to in cognitive science as an image schema, learned Gestalt mental patterns that provide structure and understanding to a particular experience (Amant et al., 2006; Dewell, 1994; Hampe and Grady, 2005). Image schema can be either static, dynamic, or action schema (Amant et al., 2006). Static schema are instantaneous descriptions of a particular non-changing relationship, such as the relationship to an object as being near or far away. Dynamic schema are just as the name implies — changing with the relationship and related to recognition of this change; for instance, the act of determining whether the distance between two objects is decreasing. Finally, action schema involve the idea of intention: the understanding that different actions relate to different outcomes, and that an individual must determine a course of action to create a specific change. This type of schema chains together the other two; in a musical context, an example of an action schema could be the understanding of a melodic line and interpreting the individual actions needed to reach each note along that line. Once a technique, emotional expression, or other musical outcome is achieved, musicians are able to refer back this image schema to recreate the experience or understand differences in future experiences. This is done through metaphor; because image schema are part of higher-level cognition, it is necessary to apply manageable and tangible substitutions, in the form of metaphors (Amant et al., 2006; Dewell, 1994; Hampe and Grady, 2005; Howell and Archer, 1984; Lakoff and Johnson, 1980).

3.3.2 Metaphor in HCI

HCI Metaphor traditionally focuses around WIMP (Windows, Icons, Menus and Pointers) organisation of digital actions. For instance, icons are small images which represent computer resources as familiar, physical objects, such as a trash bin representing file deletion or folders location in digital memory where documents are stored. The Desktop Metaphor was intended to make the computer relatable to and part of a typical office environment (Canfield Smith, 2020), often by recreating a physical desktop in a digital space (Johnson et al., 1989); for instance, windows represent physical sheets of paper. When computers became a part of typical office environments, metaphor made this complex technology, previously was only usable by computer experts, accessible to users in other fields. The ability to interact with a digital desktop as one would with a physical desktop goes as far as to introduce physics properties so that papers will flutter down when dropped onto a pile (Agarawala and Balakrishnan, 2006), leveraging real-world physical interaction to make things as life-like as possible.

Icons provide a source of Direct Manipulation by providing interaction through representations of action, rather than command line input (Shneiderman and Maes, 1997a). Canfield Smith describes icons as effective because they have both visual and computer semantics; when dragging files to that trash bin icon, somewhere something is being deleted from the computer’s memory (Canfield Smith, 2020). Desktop Metaphor allows complex processes to be expressed as everyday functions, democratizing computer use by providing familiarity to non-experts. However, there are also many instances of effective computer UI that does not involve icons, for instance the Sketchpad’s representation of functional programming through manipulation of shapes and patterns (Sutherland, 1963), graspable interfaces and gestural communication (Voorhorst et al., 2000), and other post-
Where Canfield Smith suggests that icons have fallen by the wayside due to a "failure of imagination," in coming up with new Desktop Metaphor objects, Beaudouin-Lafon suggests a breakaway from monolithic representations of physical objects through a variety post-WIMP interaction techniques (Beaudouin-Lafon et al., 2001a). This is because there are notable limits to the Desktop Metaphor, namely that simulating a real-world environment neglects the affordances of the digital world and enforces physical limitations that can easily be overcome with a computer (Smith et al., 1985); for instance, processing thousands of digital documents — many more than can be physically placed on a desktop (Dumas and Jones, 1985).

This disparity between Desktop Metaphor and other representations of computer processes suggest that there is a tension between HCI and real life which causes a breakdown in what can be communicated by traditional HCI metaphor. Hornecker notes in response to physical embodiment through tangibles that social understanding provides grounding; they require learned associations through experience and context (Marshall et al., 2009) and do not work merely because they are physical objects (Hornecker and Buur, 2006). Although Canfield Smith is critical of Apple’s movement away from the Desktop Metaphor (Canfield Smith, 2020), users are still able to use their phones through experience. Additionally, humans are able to understand and relate to each other through very abstract metaphor, particularly in cases where there are no external objects to be represented: in regards to sensory experiences, icon representation would be difficult and perhaps too rigid for representing something so difficult to express. This understanding, and perhaps even the definition of Metaphor in HCI as a depiction of reality, is something which should be questioned (Blackwell, 2006); I explore this later in Chapter 6 within the context of vocal pedagogy.

### 3.3.3 Contemporary Metaphor Theory

Humans use metaphor in other, even abstract ways to exchange information and understanding. Contemporary metaphor theory describes a more flexible and multi-modal representation (Lakoff, 1993): rather than depicting reality, metaphor is the way we map information existing in one domain to another. This mapping can take the form of words, but metaphor is cognitive and conceptual (Lakoff, 1993). Humans are able to understand and use abstract representations based on other life experience (Lakoff and Johnson, 1999); information can become easier to understand (Blackwell, 2006) and communicate (Utsumi, 2005) when expressed in a different modality. This explains why the Desktop Metaphor can be effective: we have taken a complex computer process and expressed the action through a relatable image we understand from the physical world. But, based on this contemporary metaphor theory, "Metaphor" is not just icons and should also include representations of unfamiliar processes through tangibles and multi-modal data representations, for instance visualisations. Through the remainder of the thesis, we therefore refer to this contemporary theory when talking about metaphor as a concept, with the aim of expanding the way we think about metaphor in HCI.

Metaphor mappings are based in understanding of the body through proprioception and tacit knowledge (Svanæs, 2013, 2019), as well as mental imagery, which allows us to imagine experiences without needing to actually experience them (Godøy and Jørgensen, 2001). Lived experience helps us to form this mental imagery, enabling us to plan further interaction (Chiel and Beer, 1997; Depraz et al., 2003) and understand new or abstract information (Jeannerod, 1995, 1999; Kosslyn, 1980; Kosslyn et al., 2001). The relationship we have with metaphor is also a constantly evolving one; these mappings are made up of mental schema, which are underlying ideas and concepts we observe in our interaction (Johnson, 1989; Langacker and Lakoff, 1988). Schema are built through experience and cultural exposure. These schema, with repeated association, become embodied over
time and can be extended to more abstract concepts (Antle et al., 2009; Daudén Roquet and Sas, 2021; Langston, 2002); for instance, the directional schema that future is forward and the past is backward, or that happy is up and sad is down (Hurtienne et al., 2020). Metaphor therefore allows us to understand and express our lived experience and embodiment. The schema associations we make between different interaction can sometimes be cross-linguistic (Gibbs et al., 2004), demonstrating that metaphor is rooted in the body and conceptual mental mappings (Lakoff, 1993), which can then inform language or other multi-modal mappings (Kosslyn, 1980; Ohrenstein, 2003). Metaphor is not reality, but rather provides a way for us to apply our lived experience to understand new information and interaction with the world.

Although we might not currently call it metaphor, the focus on phenomenological and embodied perspectives in HCI (Harrison et al., 2007; Höök, 2018; Poulsen and Thøgersen, 2011) has provided a number of approaches to express individual experience and information through abstract representations (Schiphorst, 2011). Somatics and somaesthetic design in particular use metaphor to explore embodied understanding of interaction (Höök et al., 2021; Shusterman, 2008) and keep the body and movement in focus. For instance, body mapping can be used to provide a non-linguistic representation of experiences rooted in cognitive processes, which might otherwise be difficult to explain to others and even to ourselves (Boydell et al., 2020; Daudén Roquet and Sas, 2020). Sensations in the body are represented visually through sketching (Gastaldo et al., 2018; Ståhl et al., 2021), painting (Cochrane et al., 2022), and clay sculpting (Núñez-Pacheco, 2021). Material speculation (Daudén Roquet and Sas, 2020; Wakkary et al., 2015) and temperature stimuli (Daudén Roquet and Sas, 2021) are used to provide tangible presence to sensory experience. Mapping can also help express temporal change within the body (Tennent et al., 2021) and illustrate design choices and strategies to others (Cochrane et al., 2022).

These mapping practices are metaphor, helping participants to find words for reflection and offering a substitute for language (Boydell et al., 2020). By redefining metaphor in HCI within contemporary theory, we can encompass these practices and open the possibility for expressing information in abstract, multi-modal ways, without being limited to physical objects. Metaphor is not monolithic, being more hermeneutic and dependent on the interpretation and understanding of the individual. This approach in expressing information can fulfill the need to acknowledge the plurality of the human experience and understanding, rather than attempting to find a "true" or perfect representation. Humans are relatively good at expressing their tacit knowledge and understanding through metaphor, as seen in the approaches mentioned above.

### 3.3.4 Metaphor, Embodiment, & Lived Experience

Contemporary metaphor theory also aligns well with principles of third-wave HCI, which centre interaction through and with our bodies, moving away from work- or task-driven, "purposeful" objectives (Norman and Draper, Eds.), to focus on social, cultural values in interaction, human understanding, and being in the world in everyday life (Felipe Duarte et al., 2019; Harrison et al., 2007). Post-phenomenological approaches focus on how our lived experience — our knowledge of being in the world (Tuuri et al., 2017), as embodied through our individual bodies — is intertwined with the body as part of our identity. In opposition to more Cartesian mind-body dimensions, the cognition of the mind and sensory experience of the body are seen as inseparable; embodied knowledge arises through the understanding of and interaction with the world through the whole organism. (Husserl, 2014; Klemmer et al., 2006; Merleau-Ponty, 2014; Varela, 2010). Every action

---

1 When discussing "being in the world," it is often required to cite Heidegger. It is not possible to separate the writing from the writer, as it were, and I have made a conscious choice to not reference the antisemitism and Nazism entangled with Heidegger’s work in this thesis.
depends on a highly internalised working routine formed as a result of this being in the world (Tuuri et al., 2017). Perception, action, and behaviour are linked (Depraz et al., 2003; Thompson and Varela, 2001) and entangled with the feedback we get from the world and from technology (Frauenberger, 2019), which is informed through the sensory information we get from acting and living in our environments (Gallagher, 2005; Gallagher and Zahavi, 2012).

The principles of mental imagery, lived experience, and embodiment are therefore very similar, although these ideas have formed somewhat separately between cognitive science, HCI, and design practice. The key similarity is that the mind and body are indeed inseparable (Armstrong, 2007; Thompson and Varela, 2001; Varela, 1979; Varela et al., 1991) and that, rather than actively moving through each part of a refined action, the execution of a task relies on a broader mental image and intention. Recreation of an action and behaviour depends on personal lived experience and environment and is constantly changing with further knowledge. A vocalist’s technique and application of their experience, rooted in mental imagery, become more ingrained through information gathered from the bodily sensations while achieving a desired outcome. This creates a feeling of “one-ness” with the voice; for many musicians, the instrument is entangled with and viewed as an extension of the body (Nijs et al., 2013; Souza, 2017) and part of the self (Bates, 2012; O’Bryan, 2015).

Over time and with experience, the line between body and technology begins to blur and effectively these become one functioning entity (Nijs et al., 2013). This allows a musician to execute complex actions through focus on their big-picture intentions of a performance, with less attention on finer actions such as motor control over their instrument. With experience, musicians learn to match their gestures with desired sounds and, over time, the fundamentals of sound creation can be done without constant or complete attention. This also means that technology and its presence in our interaction also becomes embedded in these action paths; technology becomes a part of our lived experience, and indeed we are (Frauenberger, 2019; Verbeek, 2015) and the way we think of ourselves (Mice and McPherson, 2022). Experiences are therefore the result of our individual perception, made through our unique bodies and physical environments (Spiel, 2021). Because of individuality and plurality of experiences, it can be difficult to understand the sensory and embodied relationships of another person (Núñez Pacheco and Loke, 2016; Svanæs, 1997); in these cases, metaphor becomes a fundamental tool for sharing sensory-based experience.

### 3.3.5 Metaphor in Musical Pedagogy

Metaphor is commonly used during classical music training on any instrument, including the voice. Examples of such metaphors include teaching voice students to “throw their sound to the back of the hall” to achieve better projection of sound (some voice teachers even have students move their arms as if they were throwing a ball to help visualise their projection), or describing the breath as being “warm” or “cold” to represent the speed and pressure of the air through a brass instrument. These metaphors can relate both to the physical production of the sound and also to the quality or timbre of the sound, and musicians have a large volume of vocabulary to describe these more abstract concepts (Godey and Leman, 2010; Trusheim, 1991).

In the context of teaching, students learn heavily through metaphor because it is often easier and more natural or intuitive for the instructor to relate abstract ideas to body movement and musical expression than to give detailed physiologically or anatomically based instructions (Jestley, 2011; Woody, 2010). Musicians will adapt these ideas during the course of their training, building a vocabulary through experience of what works to their individual preference. The formation of schema and resultant metaphor in music occurs in the blending of different modalities to relate understandable structures together; for instance, the relationship between text painting and expression in music. Language and resultant sound are tightly combined in multi-modal metaphors such as text painting.
in speech, allowing for the expression of such schema through concepts understood outside a musical context; this can include movements through space (descent down a staircase compared to descent down a musical scale), physical gestures (trembling or shivering compared to tremolo textures), or emotional state (Zbikowski, 2009).

The use of metaphor and descriptive words in performance therefore provides the basis of musical-emotional relationships. Reference to emotional state can be easily observed in the expression markings of nearly every composition; Maestoso (majestically), Brillante (bright and sparking), and Luminoso (luminously) are such examples. These ideas relate to a specific sound and expression learned by the musician and reapplied the next time they see a score with the same marking. Studies have also found that planning of expression in performance results in greater emotional quality and efficiency in execution (Woody, 2010). The imagery and metaphors used by musicians demonstrate a high level of emotional and tonal detail, even to the extent of mimicking an exact sound—often that of a teacher or of a widely regarded performer (Trusheim, 1991). Musicians are found to possess what has been described as an “inventory” of sounds by Trusheim, in the sense that they can identify the demands of a particular performance in terms of technicality and expression needed and pull from previous life experience and training to select the correct visualisation of sound in the mind’s ear (Trusheim, 1991). The overall quality of the sound and performance depends on the ability for the musician to visualise their goal before execution, and explains why so many musicians use metaphor as part of their regular practice in honing their musical imagery abilities.

The perception of a sound is thus very dependent on the culture and language used to relate to it; similarly, musical image schema are formed in different ways and from different perspectives based on the learning environment. This relates heavily to musical expression, such as characteristics of articulation, melodic and harmonic movement, dynamics, and tonality; in an example relating to tonal distance, Serbian children describe a pitch and a lower octave to be "high and low," while Romani children describe this as "big and small" or "thick and thin" (Antović, 2018). Performers apply both their personal interpretation of the musical score and their image of what the score should sound like to convey the written ideas of the composer. In this way, the resulting interpretation of any piece is entirely up to the performer to convey as they see fit (Ebie, 2004; MacRitchie and Eiholzer, 2012); this explains why songs performed by different artists will ultimately sound different, and why covers of popular works are common in different styles and genres. Despite individual differences, it has been found that musicians (even on different instruments) employ similar manipulations of melodic lines to convey specific expressive performance goals (Gabrielsson and Juslin, 1996).

3.4 Vocal Pedagogy & Perception

The interaction with the body while singing happens almost purely internally; there is no physical interface to touch. Although we can see some movements as we sing, many action paths employed in singing consist of small internal movements. As with other fine-grained actions based on tacit knowledge, it is very hard to find appropriate language to describe what it feels like to sing. This is true of other vocalisation — what does it feel like to speak? (Cochrane et al., 2022; Núñez-Pacheco and Loke, 2020; Petitmengin, 2006). Yet, voice teachers are able to communicate about healthy singing practice using metaphors to represent their own experiences in an understandable way (Dunbar-Wells, 1999). Because of the removed nature of the voice from the musician, vocal pedagogy uses a depth of metaphor-based teaching to relate vocal concepts to students, or through sharing of personal experience, rather than being rooted in physiology (Callaghan, 1998; Miller, 1996). Voice teachers must be able to describe their awareness of their own bodies in a way which is relatable but not so specific so that a student cannot interpret the metaphor within their own
experience. This metaphor-based teaching has been used as the basis for vocal pedagogy for hundreds of years. This is particularly the case when working with students who are still developing their own sensory understanding of their movement.

### 3.4.1 Vocal Metaphor in Practice

Commonly addressed focus areas in voice pedagogy include physiological aspects, such as body alignment, breath management, resonance and phonation, and sound production (Jestley, 2011). The highly individual nature of the voice as an extension of one’s body also means singers are found to use metaphors for timbre intuitively, suggesting a kind of synaesthesia between the imagined or desired sound and the body itself (Prem and Parnicutt, 2008). Voice instructors employ metaphors as observed in one of two overall categories described by Dunbar-Wells in the context of a voice lesson: (1) trigger metaphors, single word metaphors which are used by a teacher to refer to a grouped set of actions once understood by the students (for instance the word “tuck” being used to describe the alignment of the abdominal muscles and spine while singing and then later as a cue to remind the student to realign their body), and (2) descriptive metaphors, references to a certain aspect, such as the tone of the sound having a characteristic, perhaps “bright” or “nasally (Dunbar-Wells, 1999).”

In the thesis later written by Jestley about metaphorical and non-metaphorical imagery in the voice lesson, it was generally found that teachers use a combination of literal explanations and metaphorical imagery to elicit a particular response from their students and examine the sensorimotor coordination and feeling of the action (Jestley, 2011). Metaphor often relies on tacit knowledge (to be explored more in the study presented in Chapter 6); for instance, the image of a tyre expanding around the waist is a common metaphor used to help vocal students focus on the tension in their diaphragm. Although most vocal students would not have experienced this exact sensation, it is not hard to imagine what this might feel like; through tacit knowledge, the singer is able to extend their awareness and understanding of the body and create an idea of un-experienced sensations such as a tyre around the waist, being pulled up by an imaginary string, or wagging an imaginary tail (Svanæs, 2019; Svanæs and Solheim, 2016). It is believed that, with the repeated practice and training using these metaphorical references, singers can produce sensorimotor responses to join and coordinate their perception and physiological actions (Ohrenstein, 2003).

Dunbar-Wells presents a model of metaphor-based voice teaching (Figure 3.2) wherein the teacher’s metaphor is translated into a sensory-based image that is internalised and then recreated by the student (Dunbar-Wells, 1997, 1999). In this way, the teacher must be able to first understand and articulate their sensory experience (Emmons and Thomas, 1998; Green and Gallwey, 1986) and then the student must apply their own understanding and experience through imagery to recreate that sensation (Cumming and Williams, 2012; Dunbar-Wells, 2003; Godøy and Jørgensen, 2001). Singing is an interesting context to examine this translation of metaphor because there is little else to help the teacher and student; most of the vocal practice is visually hidden within the body. Vocal pedagogy is an age-old method for teaching the movements and internal sensory experiences which are felt during singing. With the instrument existing fully within the body, the singer must heavily rely on this internal perspective and the relationship they have with their body. For vocal pedagogy, metaphor is therefore considered to be critical to understanding these sensorimotor experiences and relaying them to others (Günter, 1992a,b; Hemsley, 1998; Salaman, 1989). Image-schematic structuring is believed to help “codify” terminology in vocal pedagogy (Wilson Spillane, 1989). Jestley describes how voice teachers consider metaphor to be “the main vocabulary or language for describing what they actually sense while singing” (Jestley, 2011). This is not for a lack of understanding of the interaction, but rather because the act of learning and using the voice occurs within a sensory domain; singers innately think about singing in a sensory and non-verbal way (Hines, 1983).
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Figure 3.2: The model for translation of a teacher’s (communicating agent) metaphor by a vocal student (receiving agent) into physical movement and then sound, proposed by Dunbar-Wells (Dunbar-Wells, 1997, p. 152).

It is worthy to note also that voice teachers are often found to be very unaware of physiological processes or acoustics (Callaghan, 1998), meaning voice education consisting of metaphor is based primarily on this internalised feeling or underlying schema, which is passed down from teacher to student. This is apparent in examination of the contrasts between teachings in classical voice pedagogy, and varies from teacher to teacher, according to their individual experiences and understanding of singing and its mechanisms (Coffin, 1989). The student’s own understanding comes from the application of these abstract ideas to their study and performance. Compared with Desktop Metaphor, metaphor as understood through its use in the voice lesson actively avoids being a truthful representation of how the body works. Both models of metaphor rely on what I will call the receiving agent (e.g., a user or student) to interpret the reference given by a communicating agent (machine or teacher).

3.4.2 The Difficulty in Vocal Metaphors and Communication

There is a source of debate in the vocal education community about the validity of metaphor as a teaching method. Some metaphors encountered in the voice lesson are indeed found to be helpful and clear, yet it is not uncommon for singers to run into references that seem arbitrary or confusingly fantastical (Miller, 1998b,c). For instance, this metaphor discussed by Jestley (2011), as referenced from Sell (2005), and now repeated here to again bring attention to its ridiculousness:

“Sing like you are an ice cream sundae with hot fudge dripping down the sides. . . . Pretend your diaphragm is an ice rink in front of your body, and every time you begin to sing, a little angel comes down from heaven and lands on the rink, twirling as fast as she can. Make your voice sound like that.” (as documented originally by Sell (2005), pg. 116).

This kind of extreme descriptive metaphor highlights some of the negative aspects of communicating or teaching in abstract languages. While it might make sense to the teacher, the student would likely not be able to decode the abstract meaning of the teacher’s imagery. Many vocal pedagogues speak of this kind of metaphor when discrediting its use in the lesson, arguing that such language is too random, subjective, and “mumbo jumbo” without a solid foundation of the objective physiological aspects underneath (Miller, 1980, 1998a; Vennard, 1967). There is a push in pedagogy for students and teachers alike to question the subjectivity of such metaphors and to seek practical, consistent, and direct connections instead (Daniels, 1983; Miller, 1995). It is important to note these kinds of examples while exploring metaphor and to acknowledge that harm can be done to students when teachers direct without knowledge of or attention to vocalisation as a physical act (Miller, 2001).

Misunderstanding and miscommunication between students and teachers can lead to frustration, confusion, and often physical harm when not properly addressed. Even for non-singers, the voice is
part of our identity – it is how we express ourselves and communicate with others. As well, since the quality of the voice depends on individual physiology, everyone’s voice is a unique, identifying aspect. Many singers form strong identities through their voices and their craft (as is common with other artistic practices) (Achey et al., 2016; O’Bryan, 2015). While this connection is a powerful tool in terms of musical expression, it can cause detriments to emotional, mental, and physical well-being when the connection to the voice is disrupted. There is a large body of musical research which stresses how metaphorical-based teaching can potentially lead to communication breakdown between teachers and students when not employed correctly (Miller, 1996). This is unfortunately a common occurrence in the voice lesson. This can be personally distressing to students when the miscommunication is not quickly addressed or met with flexibility and support from the teacher during the learning process. These students, who have personal identities rooted in their singing, may push their bodies too far in an attempt to please their teacher or meet their own expectations of themselves. Vocalists are also often trained in ways which perpetuate an overemphasis on sound and replicating particular behaviours, rather than physiology (Eidsheim, 2015; Stadnicki, 2016). With pedagogical approaches that neglect vocal materiality and physical bodies, this can potentially lead to physiological damage and even loss of the ability to sing.

However, there is still a need and even desire for metaphor in vocal pedagogy. Metaphors are critical even in understanding our own experiences (Antle et al., 2009; Daudén Roquet and Sas, 2021) Historically, vocal education has been based around imagery and communication through abstract references (Cleveland, 1989; Hines, 1983), having existed for much longer in time than any of the concrete physiological knowledge of the voice. As well, many vocal teachers are not well educated in physiological structures of singing (Callaghan, 1998) and there is much to suggest that incorporating a more literal, anatomical approach would prove equally confusing to a student (Annett, 1994). Metaphors and image schema extend the understanding we have of the world, making them often more intuitive and easily understood (Hurtienne, 2016; Macaranas et al., 2015). The way metaphors are understood or internalised by others can potentially influence their understanding of movement; when considering the body, it is crucial to ensure that we use metaphors which provide a foundation for individual meaning while focusing on the perception of this communication.

3.5 Summary

To summarise, the voice has a lengthy history of being taught through abstract conceptions which form the basis of a singer’s musical imagery. Imagery, the imagined sensory and emotional aspects of an action, co-opts the same neural pathways as execution and allows us to predict and react to the outcomes of our behaviour. In a musical context, this is used for motor planning, adaptation to altered feedback, and the inclusion of emotional content in performance. Vocalists have less overt connections to the feedback they receive while singing; because the instrument is located within the body and the vocalist must interact with hard-to-articulate internal sensations, vocalists have used metaphor as a tool to understand the voice. In vocal perception, abstract representations allow a singer to understand the physiological components of their craft and provide reference and language when discussing or teaching voice. To this end, when the content of vocal metaphors focuses on sensory experiences, it proves to be a useful tool for understanding the body.

However, the connection between the vocalist and voice is still difficult to explain to others, potentially causing confusion and harm when communication of sensory experience is misunderstood. It is very difficult even to comprehend our own understanding of such refined tasks, as they are innate, exist outside of a linguistic explanation, and can be done without conscious thought. In order to get at this understanding the relationship with the body, I ultimately use the surface electromyography
methods discussed in the previous chapter to move some of these internal relationships outside of the body; when presented with an external sound, instead of an internal sensation, we can explore the movement in more detail and provide the sound as a sort of metaphor and context through which we can discuss the experience.

Because the vocalist-voice relationship is rooted within this abstract understanding, it provides a interesting case in which to study not only our interaction with our bodies but also with each other and with other tools. Having now outlined the more quantitative aspects of vocal physiology and interaction and the qualitative perception vocalists (and musicians in general) have about their practice, I would like to present a defined methodology, rooted in HCI and design practice, to further study this relationship. These differing fields of research can be united through current understanding of human-human and human-computer interaction; by utilising methods and theories from HCI and design, this thesis will uncover further understanding of the interaction we have with computers, other humans, and ourselves.
Chapter 4

Methodology

The related work presented in the previous two chapters demonstrates a tension between the methods used to observe vocal behaviour and gather data on vocalisation — vocal control and musical interaction methods being highly reliant on external data streams — and those used to teach and provide understanding of the vocal mechanics — pedagogy and metaphorical representations reliant on internal awareness of the vocal apparatus. From a machine perspective, the primary data stream comes from external vocal audio. Vocalists also use audio feedback, but as it relates to internal sensory experiences. The multi-modal entanglement from internal kinaesthetic feedback and external audio feedback allows for an understanding and connection between the vocalist’s body and their sound through an abstract, internal perspective. Yet, if we consider the difficulty faced by these seemingly-opposing external vs. internal interaction methods, we see that they are really two sides of the same coin, united by the same challenge: the vocal mechanism is not easy to access, understand, or even really feel, other than through innate, intuitive understanding of our individual bodies. This PhD therefore requires a mixed-method approach to expand on the understanding of the vocalist-voice relationship in order to reconcile the traditional, quantitative, and generalised evaluations of physical movement and auditory feedback with the subjective, qualitative evaluations of highly individual sensory and emotional experiences. Although it will be necessary to develop methods for measuring aspects of vocal performance, it is equally necessary to not generalise individual experiences, but rather to create a clearer, more coherent examination of the different perspectives which are explored in this thesis.

4.1 Objective and Subjective Perspectives

I will begin with study of how the vocalist-voice relationship is used in task-based setting and how auditory imagery assists in performance, specifically in tasks where they must rely on these mental representations. Objective data and assessment through statistical analysis of performer accuracy in different singing tasks which force reliance on musical imagery can provide a clearer picture of the impact of this perception and how vocalists use it. Further, when examining metaphorical references in vocal practice, it will be necessary to look for correlations between vocalists’ imagery abilities and the kinds of abstract perceptions they use to discuss and teach the voice. As well, it will be necessary to focus on measurable aspects of sensor implementation when designing a wearable for vocal sEMG acquisition; I aim to develop a tool which can detect activation of the laryngeal muscles in both vocalised and subvocalised singing (where imagery would be most heavily used).

However, because this thesis focuses on singer perception, I must also rely extensively on subjective methods to evaluate and explore the interaction between vocalist and voice with the technology designed and introduced in this thesis. Beyond developing an sEMG system for voice, I am not currently aiming to explore objective vocal gesture classification, but rather to sonify this data stream as a driver for interaction with one’s own body in a novel way. I want to know how vocalists perceive
their action and movement, how this changes their awareness of their practice and behaviour, and how they react to the information conveyed to them through sonification, which is not something that can be overtly measured.

All of this is not to say that data streams from audio analysis of singing or sensors are inherently “objective” and human-centred data is not. As we see in Chapter 2, vocal audio analysis can be interpreted in a number of ways by machines and teachers, and indeed sensors and their data collection are entangled with and dependent on the context in which they are designed and used (Barad, 2007; Nordmoen and McPherson, 2022). The important consideration of this thesis is in how these different data streams — objectively measured and subjectively described — used and where each is best suited. For this, an objective point of view will only be so helpful; there will be no “ground truth” in this interaction and the perception will be dependent on the individual singer and their background experiences, as discussed previously. For this reason, I focus on a mixed methodology and a combination of objective and subjective perspectives to examine individual experiences and interactions between vocalists and their voices.

4.1.1 Defining the Design Space

Using this dual-perspective approach within the existing literature space of several different research fields including phenomenology, HCI, cognitive science, vocal pedagogy, instrument design, I can now contextualise the methodology within a design space for this thesis going forward. Figure 4.1 demonstrates the main concepts, theories, and methods discussed so far. This figure can be referenced through this chapter as I discuss how they align within the methodology of this thesis. This design space will need to provide a way to examine the internal, subjective aspects of the vocalist-voice relationship through the external, observable feedback about the body which we are able to measure. I will endeavor to first solidify the connection between physical vocal physiology, vocal controllers, cognitive science, and vocal pedagogy research. The relationship between mind and body is expressed in many design principles which are necessary to consider when working in the musician’s relationship with their instrument. I will define here embodiment, lived experience, tacit knowledge, and entanglement as they make up understandings of interaction in broader HCI research, and how these perspectives can be used to address the vocalist-voice relationship.

Going forward, I will refer to sensation and perception as related yet distinct concepts. Sensation is the most difficult to define, as it is an ambiguous and often wordless state of consciousness, but it will be used in this thesis to refer to feelings in or around the body or having bodily awareness through the senses during an interaction. I use Perception to refer to the sensory feedback received through the bodily senses. This includes feedback from conscious sensations and also what we unconsciously detect through our bodily senses. Both conscious and unconscious feedback form our understanding of how we believe we act and interact, whatever that truth may be for us.

Further key definitions of lived experience, embodiment, tacit knowledge, and entanglement are outlined in Chapter 3; in short summary, perception is formed through the base of knowledge we have Lived Experience through being in the world. Lived experience arises through our ongoing relationship between the world, what we learn from it, and changes the way we interact. Embodiment theory further outlines that our knowledge arises through our whole organism; the mind and body are not separate, but rather our sensations, perceptions, experience, imagery, and understanding are integrated together (Merleau-Ponty, 2014; Varela et al., 1991). Our individual bodies form our understanding of and interaction with the world (Husserl, 2014; Klemmer et al., 2006; Merleau-Ponty, 2014). This involves Tacit Knowledge, the innate, embodied understanding which arises from the experience of living in our bodies (Svanaes and Solheim, 2016), which is similar to lived experience, but refers often in this thesis to the un-experienced extensions of knowledge we have as
4.1.2 Designing for Interaction with the Voice

The main difficulty in developing technology which works with this embodied interaction comes from the fact that systems require some way of measuring gesture and action for input. When the machine’s interpretation relies only on the results of a movement or interaction, rather than the lived experience and mental imagery driving that gesture, we lose its meaning and the intention in that action (Tuuri et al., 2017). Considering the covert ways in which most interactions with the voice occur, this is especially the case.

As seen in Chapter 2, the body’s role in vocal sound production is often not fully considered when there is a preference on audio feature extraction alone. Many different vocal gestures may produce the same or very similar sounds, with nuances either going unnoticed or undetectable by current audio processing algorithms. We have little way of seeing or sensing how the vocalist moves...
and what technical knowledge and experience is driving their actions. In an expressive sense, much of the emotional intent in performance may also go unnoticed as recognition and classification of emotion in music audio analysis is often difficult and struggles to align with listener or musician perception (Alluri and Toiviainen, 2010; Aucouturier and Bigand, 2012), or even produce agreement on expressive intention and emotion among those listeners (Cowie et al., 2012; Yang et al., 2021). In a more serious sense, this interpretation or mapping of audio in an arbitrary way can lead to unnatural movement or miscommunication of gesture (Tuuri et al., 2017). Given the entanglement between musician and instrument, technology introduced to the musical practice has the capability to shape the body itself. With too much reliance on measured audio feedback to regulate vocal behaviour, the role of the physical body can be shaped in a way which leads to unsustainable behaviour, potentially ignoring or encouraging strenuous or damaging activity. It can be difficult to tell if someone is using unhealthy technique, as the resulting sound may still be deemed “desirable,” to an interaction system, but the action may impact the health of the voice or cause long-lasting damage (Watson, 2009). Audio-based interactions without insight into the body may encourage singers with less-developed imagery and technical control to engage in unsustainable vocal practice.

This thesis therefore focuses on the internal aspects of vocalisation, both through imagery use, physiological movements, and internal sensations. There are four specific approaches and methods I have used throughout this thesis: I take a Somaesthetic focus to keep the vocal body at the centre of this thesis, specifically referencing my own lived experiences as a vocalist and my role as the designer and researcher in these studies, and Micro-phenomenology inspired co-investigation with the vocalists I worked with. I explore imagery use first through a performance study with other vocalists to frame the role of internal awareness and imagery in performance, focusing on how the vocalists are able to audiate and rely on previous interactions in performance tasks. I use self-assessed imagery questionnaires, the Bucknell Auditory Imagery Scale (BAIS) and Movement Imagery Questionnaire-3 (MIQ-3) to examine the effects of auditory imagery on tonal and temporal accuracy in performance. With this practical, contextual understanding in place, I then provide a novel method of vocal interaction which returns to the bodily origin of the sound. Most of the current methods of looking at physiology related to singing, while effective and highly informative, would be largely unsuitable for performance or creative contexts. Due to the internal nature of the vocal mechanisms, medical equipment is often needed to observe voice physiology, making this potentially an invasive or expensive task. For this reason, we propose surface electromyography (sEMG) for sensing vocalists’ performance intention through internal muscular movements.

4.2 Somaesthetic & Micro-phenomenological Approach

To address the embodied relationships that vocalists have with their voices, it is important to keep bodily sensations and physiology in focus. We must also acknowledge the role of the body in the design; by providing attention to their movement in this way, we may change the action or perception of the vocalists’ practice and bodies (Homewood et al., 2021; Mice and McPherson, 2022). There are several strategies in HCI which have focused on the human’s role and, more specifically, the role of the body, in interaction. This attention in design choices is rooted in phenomenology and works to make sense of the underlying understanding of both the designer and the intended user (Frauenberger et al., 2010). I specifically focus on Somaesthetic design and micro-phenomenology as disciplines to address the body’s role in this interaction and design with the intended focus on individual lived experience and bodily sensations. These interactions are further explored through thematic analysis of the data collected on other singers’ perspectives and autoethnographic portrayals of my own experience during this thesis.
4.2.1 Somaesthetic Design Principles

Somatics addresses the body and our connection to our internal sensations and tacit knowledge (Hanna, 1995) by incorporating felt experiences and somas — Shusterman defines soma as our “living, purposive, sentient, perceptive body or bodily subjectivity” (Shusterman, 2012) — into the design process (Höök et al., 2016). This is not an easy task, and one that requires the designer slow down enough to become sensitive to and engaged with their own soma in order to design from this place. This design practice has been used to explore embodied understanding of interaction (Höök et al., 2021; Shusterman, 2008). As well, tacit knowledge can be uncovered through awareness of movement or changes introduced into typical behaviour during a task (Höök, 2018); this can further inform the design process by using existing embodied relationships as a source for creativity and reflection on one’s movement (Cotton et al., 2021b; Martinez Avila et al., 2020).

I referenced my own soma and my lived experience as a semi-professional vocalist throughout this study. The design and use of the vocal sEMG platform I developed in this thesis were made with consideration to my own body; how I understood my own vocal practice, my changing experiences when interacting with my voice in new ways, and the abstract understanding I use myself during my practice. This is detailed in Chapter 7 and Chapter 8. At the core of the work in this thesis are the 7 tenets of the Soma Design Manifesto (Höök, 2018):

1. We design for living better lives - not for dying
2. We design to move the passion in other and ourselves
3. We are movement, through and through
4. We design with ourselves - through empathy and compassion
5. We design slowly
6. We cultivate our aesthetic appreciation
7. We disrupt the habitual and engage with the familiar

Again, because tacit knowledge can be difficult to articulate, different soma-based approaches have been used to provide designers and practitioners with a way to convey the sensory experiences which emerge (Schiphorst, 2011). The sensations in the body can be explained or represented in visual ways, such as through sketching (Gastaldo et al., 2018; Ståhl et al., 2021), painting (Cochrane et al., 2022), and clay sculpting (Núñez-Pacheco, 2021). In a similar way, material speculation can be used to provide tangible presence to sensory experience (Daudén Roquet and Sas, 2020). The practice of making body maps or other tangible objects can help participants to find words for reflection, or offer a substitute for language in a different modality of interaction (Boydell et al., 2020). Mapping can help to express qualities of feeling and change within the body (Cochrane et al., 2022; Núñez-Pacheco, 2021); mapping soma trajectories at various points in an experience to highlight how these sensations develop in a temporal manner (Tennent et al., 2021). Additionally, body mapping and material speculation are useful for soma design to illustrate design choices and strategies to others and to transfer elements of experience into physical components (Cochrane et al., 2022).

Often, the design takes an approach of disrupting habitual practice to bring attention to elements of interaction we normally would not be aware of (Höök, 2010) and reveal hidden knowledge (Homewood et al., 2020). For instance, in the use of sonification to relay information about muscular movement to musicians, we adopt a somaesthetic approach (Höök et al., 2021; Shusterman, 2008).
wherein something about the typical practice is disrupted to allow the singers to explore their tacit knowledge and bodily awareness in their practice, which they might not normally examine (Höök, 2018). As well, I will use the connection to the sonification to explore how vocalists might describe their movement through sound. This “sound sketching” in both hearing the body in a novel way and using sound to depict information about movement can provide an additional form of metaphor and communication about the vocal practice (Wirfs-Brock et al., 2021). As well, using these new perspectives can draw and stabilise attention to the body (Mah et al., 2021); through this modality, I will explore vocalists’ perception, awareness of the interaction, and their sensitivity to different elements of the vocal practice.

4.2.2 Micro-phenomenology

Disciplines such as micro-phenomenology, developed by Petitmengin (Petitmengin, 2006) have been used to explore pre-reflective dimensions of experience (Petitmengin, 2021; Prpa et al., 2020). The discipline is derived from neuroscience practices (Varela and Shear, 1999) to investigate dimensions of sensory perceptions (Petitmengin and Bitbol, 2009; Petitmengin et al., 2013). The discipline builds on Varela’s work in centring the human in experience (Thompson and Varela, 2001; Varela, 2010, 1979), Vermersch (Vermersch, 2006) and Depraz’s creation and employment of an interview method for investigating professional practices (Depraz et al., 2003), and the work of Petitmengin in structuring lived experiences (Petitmengin, 2006, 2021).

Interview Methodology

Micro-phenomenology explores pre-reflective dynamics (Petitmengin, 2006; Vermersch, 2009); that is, perceptions which occurred during the initial experience but are inaccessible upon reflection. During daily life, sensory perceptions occur rapidly, and we are not immediately aware of all of the elements of our experiences. Micro-phenomenology helps uncover the hidden dimensions of experience by zooming in on a precise moment during an interview (Petitmengin, 2006, 2022). A trained micro-phenomenologist helps bring the interviewee back into the experience through an evocation. The interviewee becomes a co-investigator in recounting and refining their experience and dimensions. The interviewee is invited to explore the diachronic structure (the entire experience chronologically) and synchronic elements (dimensions in a clear-cut moment) of the experience. Synchronic details form the “landscape” of an experience, while diachronic details depict that landscape’s evolution (Petitmengin et al., 2018).

The micro-phenomenological interview works to evoke an experience and bring an interviewee back into their interactions (Prpa et al., 2020). The data provided by the interviewee is from a second-person perspective, which can be thought of as narration; the interviewer conveys the interviewee’s experience offering balance to the first-person subjective and third-person objective components (Reed et al., 2022a; Varela and Shear, 1999). Because the experience captured is pre-reflective, the discipline allows investigation of tacit knowledge and can bring attention to the individuality of experience in interaction. The discipline has been used within HCI and music interaction, more specifically, to focus interviewees on their experiences (Prpa et al., 2020) and the explanation of what happened, rather than why. It also aids the development of a vocabulary for embodied dimensions of knowledge and has provided space for interviewees to re-live their experiences and gain new insight on their interactions (Reed et al., 2022a).

I describe this work as “micro-phenomenology inspired” as I am still in the process of completing my micro-phenomenology training. At the time of writing, I have completed interview and analysis training in the micro-phenomenology discipline during the course of this PhD and engaged in about
200 hours of interview practice. So, I will use micro-phenomenological inspired methods to uncover important aspects of interaction. This includes the co-investigation singers’ perspectives and relationships formed when working with the novel interaction methods developed in this PhD. Although the experiences will again be subjective, micro-phenomenology has been used to uncover generic structures of experience amongst and within participants (Petitmengin, 2006; Petitmengin et al., 2018). I will hope to uncover new perspectives about singers’ pre-reflective experiences through its use in this thesis.

Considerations and Limitations

As with other subjective evaluations, we will uncover very individual aspects of experience and it is worthwhile to mention that the sensory details discussed should not be taken as any kind of generalisation for the whole human population. I will endeavor to explore commonalities and generalisation in the structure of the evoked experiences and how these experiences occur. This structure which provides validation to the interview method; although the details of the experience may differ in subsequent interviews, interviewees convey consistent structure as they become aware of their experience through the interview procedure (Petitmengin and Bitbol, 2009).

There is always the potential, as with any research method, for bias. Participant bias can be mitigated through the ambiguous way in which the interview questions are constructed. The method’s core tenet is to guide but not lead; that is, the interviewer must be carefully trained in precise methods of evoking the experience to allow the interviewee to unfold the experience and report on it. Questions such as "When X happens, what happens/what do you experience?" provide direction for the interviewee but do not give detail on an expected reply. In cases where experimenter bias might arise, for instance in unintentionally leading questions, the interviewer is trained to recognise and remove the question-answer pair from further analysis. Although participants may still come up with exaggerated or manufactured sensory experiences in order to please the interviewer, the structure should remain true to the evocation as questions do not imply particular facets of experience and instead provide space for the evocation.

It is important to note some current inaccessibility of micro-phenomenology training (Reed et al., 2022a). The training works like an apprenticeship or luthiery and can pose considerable financial (800-1600€) and time costs (80+ hours of training and supervised interviews) to the researcher. These are high due to the intensity of the course and a limited number of micro-phenomenologist supervisors. While the time requirement is necessary to learn and correctly apply the discipline, it may be hard for some researchers to commit to the training due to work or care responsibilities. The financial cost poses inaccessibility to researchers without funding or available support from their institutions.

Even though micro-phenomenology focuses on pre-reflective experience, describing embodiment is still difficult to do. It is challenging to provide language for elements of tacit knowledge which do not have a language to begin with. Further, when working with experts, it is possible that the awareness of finer details and insights into practice may be complicated to describe. Micro-phenomenologists might find that some people are potentially less responsive to this method or find it challenging to reach evocation states. The responsiveness of an interviewee or their ability to describe experiential states might depend on their engagement in other meditative practices or cultural and social differences. Additionally, the achievement of the evocative state depends on the interviewer’s experience and time studying the discipline.
4.2.3 Reflexive Thematic Analysis

I will also frequently use reflexive thematic analysis to explore vocalists’ interaction and perception in this thesis. The method, as proposed and extensively researched by Braun & Clarke, focuses on salient themes which arise in participation (Braun and Clarke, 2006, 2012); typically, the method is useful in analysing interview, video, and other more open-ended feedback from participants where answers would not fall into a categorical or numerical structure. Rather, the method allows for examination of key aspects of the examined paradigm; in the case of this thesis, notable perceptions of vocal practice and interaction.

Interview Methodology

I will conduct a number of semi-structured interviews during which I will ask vocalists guided questions that are pre-determined before the time of interview. Unlike micro-phenomenology, this method is reflective; interviewees look back on their experience and we discuss the examined elements from a more general viewpoint to better understand high-level concepts. I will use a bottom-up inductive strategy for the thematic analysis; that is, rather than going into the analysis with an existing hypothesis, I will approach the collected data openly and refine what I learn into themes of understanding. Thematic analysis works firstly through generating a series of “codes;” the codes are notable pieces of feedback from participants. The codes are reviewed and then categories through an iterative process into larger and larger topics, and then finally into relevant themes.

Reflexive thematic analysis at its heart goes back to the lived experience, context, and understanding of the person doing the analysis. In my somaesthetic approach, I reference my own experiences reflexively to provide understanding and narrative to the experiences of the vocalists.

Considerations and Limitations

Again, the findings of subjective methods should be taken as representative of the individuals who were interviewed and not that of the general population. This method is appropriate in the examination of subjective experience because it allows for the individuals’ data to inform the exploration. There is also no assumption of homogeneity in the responses (Braun and Clarke, 2020a); thematic analysis does not rely on a set of rules about how many codes must be found or how many must exist to create a theme. Indeed, themes of a single code can exist; if the data point provides a pertinent contribution to understanding the participant, it is included. In a more traditional research mindset, this is perhaps problematic because thematic analysis cannot provide a generalisable, reproducible result in practice. However, this provides the benefit that outliers in data are still contributed to the larger picture and individuality in experience and perception is accounted for and acknowledged, rather than being discarded or argued.

It is possible that participant bias is introduced as interviewees may attempt to help the researcher; however, the questions are decided and reviewed beforehand and participants are continuously reminded that there is no right or wrong answer (and sometimes, there might be no answer at all). As the interviewer, it is my responsibility to structure the interview as a dialogue; allowing space for interviewees to elaborate their point and provide as much information as they like. By sticking to the structured interview questions and not pressing for more details which may not exist, the interviewee can mitigate leading or reacting to responses in a way that might produce experimenter bias.
4.2.4 Long-Term Autobiographical Design

Finally, this thesis will involve an autoethnographic approach and autobiographical design. As the designer, I applied my own experience as a classically trained mezzo-soprano to the development of the vocal sEMG interaction. I sing regularly at the semi-professional level in both choral and solo settings. At the time of the writing of this thesis, I have been developing and living with the system for nearly three years and so have a long-term view of its use in a daily context. I tested the system around my use and the observations the sonification had on my own vocal practice informed much of the resulting research and studies done with other singers. Although autobiographical design is only recently becoming more reported on in HCI research (Erickson, 1996; Neustaedter and Sengers, 2012), I believe that this form of design and perspective is beneficial to focusing on incorporating lived-experience and embodiment in interaction (Goodman et al., 2011; Höök et al., 2015; Neustaedter and Sengers, 2012). It is a well-suited method for this exploration of intention with the voice, as I was able to provide a context-specific knowledge to the creation and wear of the vocal sEMG system. The autobiographical design also allowed for development in its intended environment and immediate implementation with my own well-established vocal practices and imagery, which could be called upon in active reflection during my use to meet any challenges (Schön, 1984).

A key consideration of autobiographical design is that documentation of my experience does not provide a universal view of others’ perspectives. Living with the system through its development and designing for use by the designer, rather than a hypothetical imagined user, the design became highly specific to my individual use — this somatic approach provides more of a perspective of my body and individual experience than the system as a whole. The use of the design grew up around this long term relationship and evolved as it did in a way that would unlikely be the same for others (Erickson, 1996), who might approach the system from a completely different perspective. However, this type of long-term personal use allowed for its evolution through customisation (Erickson, 1996), and means that the sEMG system in its current state actually describes some of my own perspectives and intentions in using it. The act of tinkering with the system to meet a more tailored use as time went on allowed me to create a relationship with the system, which has been previously observed in similar long-term interactions (Erickson, 1996; Gaver, 2006; Wakkary et al., 2018). Similarly, when used by other singers adapting this system and growing through it (Zimmerman et al., 2007), I would expect the journaling and self-study methods to reveal factors unique to those individuals. This could either lead to generic features which are useful to many or implementation of features which allow any potential user to customise the setup around their own practice, which inherently would reflect the user in the system.

In the end, the goal remains the same — to better understand the relationship between vocalist and voice as it exists for the singers I will work with in this study. Through this approach, I will demonstrate how interactive system design, even beyond the singer-specific context in this thesis, can impact users’ perception of their actions and their bodies and change the way we interact. With this in mind, I will now address gestural and physiological measurement technology and how I will explore the vocalist-voice relationship through surface electromyography.

4.3 Measuring Musical Gestures

Most of musical gesture can be observed from an outside perspective, so technologies surrounding this area of study are mainly non-invasive, as compared to voice physiology previously mentioned. There is similarly worth in the development of non-disruptive, portable, and inexpensive devices as to capture unbiased performance — that is, performance data which is true to the body’s movement, unaltered by recording devices, image capture, or other observer perspectives. Outside of a medi-
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cal context, it is necessary to use other devices for sensing movement during musical performance. Common tools used in the design of NIMEs include motion capture, popular for larger groupings of the limbs and whole body movements (Dahl, 2014; Nymoen et al., 2011; Santos et al., 2021; Skogstad et al., 2010), biosignals such as electromyography (Reed and McPherson, 2020; Tanaka and Ortiz, 2017), heart rate, and respiration (measured through pressure and stretch sensing) (Cotton et al., 2021a,b; Tsaknaki et al., 2021), other sensing methods for acceleration (Lee, 2021; Mice and McPherson, 2022), inertia (Skarha et al., 2021), rotation (Kirkegaard et al., 2020), position detection (sometimes co-opting existing technology for other gesture recognition, such as Leap motion controllers (Granieri and Dooley, 2019; Han and Gold, 2014), Wii remotes (Tsoukalas et al., 2018), or Kinect controllers (Fernandez et al., 2017)), optical tracking (McPherson, 2013), magnetic resistance (Morreale et al., 2019; Temprano and McPherson, 2021), ultrasound (Ciglar, 2010; Vogt et al., 2002), pressure (Cazzani, 2015; Essl et al., 2010), and many other examples (Wanderley et al., 2006). I acknowledge the breadth of methods here because any of them would be useful for tracking physiological aspects, body movement, and large and small gestures alike while singing. However, I chose to focus specifically on surface electromyography; referencing these methods demonstrates the particular perspective sEMG offers into the body’s movement to address the challenges of working with the voice, which I will elaborate on in Section 4.3.2.

4.3.1 Measuring Aspects of Voice Physiology

Most measurements of the vocal physiology have originated within medical research. Frequently used methods of examining the detailed physiological activation in vocalisation (particularly in regards to the larynx) involve invasive procedures, such as endoscopy (Roy et al., 2013) or cannulation (Herbst et al., 2015; Nacci et al., 2017), or extensive MRI (Echternach et al., 2012; Hertegård, 2005). There are also several commonly used tools for noninvasive examination of voice physiology, including strain gauging sensor bands, ultrasound (Hamlet and Reid, 1972; Kimura et al., 2019), electroglottographs (which measure the airflow through and contact in the glottis), and surface electromyography (sEMG) (O’Keeffe et al., 2022). In this thesis, I will focus on sEMG, which will be discussed later in Section 4.3.2. Industry standards for research of voice physiology include the use of other tools such as:

  A respiratory inductance plethysmograph with elastic band transducers to detect ribcage and abdominal motions (Griffin et al., 1995; Prisk et al., 2002; Salomoni et al., 2016).

- **Physiometer PHY 400 (Premed, Norway)**
  An sEMG interface to record surface signal of the upper trapezius (TR), intercostal (INT), sternocleidomastoideus (STM), scalenus (SC), and posterior neck region (PN) muscles, and lateral abdominals (OBL) (Pettersen and Westgaard, 2004, 2005).

- **RES-117 Strain Gauge**

1Methods used in musical applications have been documented in the SensorWiki: [https://sensorwiki.org/doku.php](https://sensorwiki.org/doku.php)
• **MC21 (Glottal Enterprises, Syracuse, NY)**

An electroglottograph (EGG) to measure vocal fold contact area (Griffin et al., 1995). Two electroglottographs (dual channel electroglottography) can be applied to accurately observe vertical larynx position (Pehlivan and Denizoglu, 2009).

• **Laryngoaltimeter**

A portable device utilising condenser microphones positioned above the glottis for measurement of vertical laryngeal position and control (Pehlivan and Denizoglu, 2009).

• **Digital Phagometer**

This has not been applied in singing studies; however, a combined piezoelectric sensor and digital event counter/recorder have been used to track vertical motion of the larynx in swallowing (Pehlivan et al., 1996). The upward-downward motion in inhalation may similarly be observable.

With the current state-of-the-art in vocal physiology measurement defined, I will now turn to movement and gesture in music and how elements of the body are measured in a performance context.

### 4.3.2 Surface Electromyography

Electromyography (EMG) involves measuring the electrical impulses produced by the nervous system which cause muscular contraction. EMG is a common method used to observe the musculature in medicine and involves inserting an electrode via a needle into the muscle tissue to collect data on electrical signals passing through the muscle which trigger muscular contraction (Chowdhury et al., 2013). These signals convey information such as the intensity of contraction and work done by a muscle (Becker et al., 2018; Chowdhury et al., 2013; Tanaka and Knapp, 2017; Tsubouchi and Suzuki, 2010). More recent studies focus attention to surface level measurements of activity in the vocal tract and respiratory muscles, including the use of surface EMG (sEMG) electrodes placed on the skin (Kapur et al., 2018; O’ Keeffe et al., 2022) and sensory bands placed around the muscle. This type of device not only avoids invasive procedures for the participants but also limits the construction cost and increases portability of measurement tools. Such portable tools are more easily used in natural performance settings, allowing the researcher to observe singing practices from a physiological sense while limiting bias caused by discomfort or disruption to the musician.

It is important to note that the raw sEMG signal is generally very low in amplitude, with signals ranging between 0-10 mV peak-to-peak (De Luca, 2002). sEMG is also notoriously noisy, as there are range of other bodily activities such as skin movement and cardiac activity which can interfere (Chowdhury et al., 2013), and the usable frequency of EMG signals lies mainly between 50-150Hz, making EMG susceptible to power line interference (Chowdhury et al., 2013; De Luca, 2002). This provides an opportunity to use ambiguity to explore movement and perception, described below, and brings design challenges which will be explored in the study presented in Chapter 7.

### 4.3.3 sEMG Systems & Tools

The most state-of-the-art sEMG acquisition and filtering, the Trigno sEMG system (Delsys Inc., Natick, MA), allows up to 12 channels of data. This system has been used to gather activation of the inferior and superior infrahyoids, superior and inferior sternocleidomastoid, and trapezius muscles in vocal performance (O’ Keeffe et al., 2022). However, the system is medical-grade and is financially
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inaccessible to the vast majority of instrument designers and academics working outside of speech-language pathology and related medical contexts. Other systems such as the BioMuse (Lusted and Knapp, 1988), MYO arm bands (Martin, 2018; Nymoen et al., 2015), and the BITalino EMG system (Tanaka, 2019) have been used for musical interaction; however, instrument designers have also turned to more of a DIY approach with sEMG in order to focus on flexibility into specifically musical interactions and extend beyond measurement of the forearms (the ever-popular but now discontinued MYO bands were only able to be used on the limbs).

The development of sEMG as a method for the study of musical practice and interfaces for expressive control has lead to the development of highly specified processors for this type of data. sEMG data is very noisy due to activity in surrounding muscles and other bodily processes occurring in nearby tissues; for instance, measuring muscular activity on the chest is particularly difficult given the interruption by the heartbeat (Chowdhury et al., 2013). Similarly, measurement at the neck and throat will be disrupted by the major arteries carrying blood to the brain with high blood pressure. Work by the Embodied Audiovisual Interaction (EAVI) Group at Goldsmiths University of London has addressed some of these difficulties. Currently, the group is in development of a low-cost dedicated board for sEMG human-computer interaction in music and instrument making (Di Donato et al., 2019), as many sEMG sensing devices are limited to DIY, as done in this paper, or medical-grade (and therefore highly expensive) equipment. The EAVI EMG board has been developed for dedicated collection and filtering of sEMG signals and is currently being improved for use in variety of interactive controllers and measurement systems (Di Donato et al., 2019).

4.3.4 sEMG in Musical Interfaces

sEMG has already been employed in a number of human interaction studies and tangible wearable systems to extend natural body language. In other computer science applications sEMG has been used previously to convey information to the user or another system about the force and direction of a gesture (Becker et al., 2018; Koike et al., 2006; Lim et al., 2020; Theiss et al., 2016), or as an alternative to other sensors for emotional communication through movement (Costanza et al., 2005; Hartman et al., 2018; Koike et al., 2006; Lim et al., 2020; Woodward et al., 2018). Converted to an auditory signal, sEMG is capable of providing discernible feedback about complex muscular activity through frequency and rhythmic conversion (Tsubouchi and Suzuki, 2010).

Within a musical performance context, the sEMG work of Tanaka and colleagues (Di Donato et al., 2019; Donnarumma et al., 2013; Tanaka and Knapp, 2017; Tanaka and Ortiz, 2017) and researchers at RITMO at the University of Oslo (Erdem and Jensenius, 2020; Jensenius et al., 2017; Martin et al., 2017, 2018; Nymoen et al., 2015) has extensively furthered understanding of interaction with this biosignal. sEMG has been used to detect different gestures, particularly movements of the head and limbs (Donnarumma et al., 2013; Tanaka and Ortiz, 2017), for control over digital audio synthesis (Tanaka and Knapp, 2017; Tanaka and Ortiz, 2017). The MYO armbands (Thalmic Labs, discontinued) in particular have been used for wearable controllers which incorporate both rotational and sEMG sensing of the arms and fingers in performance (Nymoen et al., 2015) and composition (Martin et al., 2018). In studies involving the use of EMG for detection of performance gesture, it has been found that, although it is difficult to classify some gestures, amateur users were able to quickly adapt their movements according to audio feedback and create new gestures to achieve desired sound (Jensenius et al., 2017; Karolhus et al., 2020; Martin et al., 2017). This interaction allows for users to explore how their movements impact audio synthesis and can be useful for spontaneous composition using the body (Erdem and Jensenius, 2020). sEMG can be used to reflect and represent changes in a user’s intention informed by learning with a system. sEMG in this sort of creative context does not only capture the user’s existing knowledge, but also provides insight into the user’s adaptation.
and interaction as they gain more feedback about their movement (Tanaka, 2015).

### 4.3.5 Affordances with sEMG

As mentioned, sEMG is an effective method for measuring performance gestures. sEMG also affords a few interesting perspectives that benefit its use addressing the gap of direct vocal controllers; because sEMG measures the neural impulses which lead to movement, systems designed using sEMG make use of subvocalisation and the "negative latency" factor. As well, the ambiguity in sEMG interaction is beneficial to exploration of gesture, cause and reaction, and musical intention during performance.

#### Subvocalisation

Subvocalisation, or the "inner voice," is the covert activation of muscles which takes place while reading or speaking to oneself in internal thought, and does not rely on any actual speech articulation (e.g., in mouthing words) to occur (Baddeley et al., 1981). Engaging in imagined action draws on the same neural structures used in actual execution of the task (Brodsky et al., 2008b; Kosslyn et al., 2001; Smith et al., 1995). The occurrence of subvocalisation in mental rehearsal when reading music (notational audiation) is well established. This has been the case of activity found by positioning throat contact microphones and sEMG electrodes around the thyroid cartilage (the Adam’s apple) in reading melodic lines, as well as sEMG readings on the limbs of professional drummers reading percussion notation (Brodsky et al., 2008b). Mental action and executed action share the same neural pathways; because of this, the muscles are still excited by neural impulses when imagination occurs (Kosslyn et al., 2001). It has been found previously that the subvocalisation which occurs during use of this inner voice is linked to internal understanding of both auditory and kinetic relationships (Aleman and van’t Wout, 2004). Thus, during subvocalisation slight activity occurs in the muscles used in speech articulation occur; although these are not outwardly discernible, even to oneself, the nerve impulses that occur are detectable and can be captured by electrodes positioned on the muscle. More on this neural connection will be discussed in Chapter 3, Section 4.3.6.

In recent work at the Media Lab at MIT, Kapur et al. have designed a wearable interface for silent speech — AlterEgo is a non-invasive mask that discerns low-level neuromuscular activity on the face and jaw to detect subvocal words (Kapur et al., 2018). Nerve impulses across the face and neck are measured on the surface of the skin during subvocalisation. The design of the mask focuses on the laryngeal, hyoid, buccal, mental, oral, and infraorbital regions as muscle articulators used in speech production (Hardcastle, 1976). These regions would also be of interest in the study of sung vocalisation, particularly the laryngeal and hyoid regions as they relate to the tension and movement of the larynx. Electrodes are placed at points in each of these regions to capture nerve impulses through these muscles. The signal is then input to a recognition model to classify the movements into words, which are then converted via Text-to-Speech back to the user. The current recognition model is trained on a limited set of vocabulary involving arithmetic and computation, with further expansions to the dataset planned. sEMG taken off the facial and jaw muscles during subvocalisation has been successfully used in the recognition and classification of internally spoken words (Garrity, 1977; Kapur et al., 2018; Meltzner et al., 2008).

#### The “Negative Latency”

The most notable difference in using sEMG, compared to other biosignals, is that the impulses being measured are present as a precursor to visible movement. The neural impulse causes the muscular tension and then the contraction with movement. sEMG therefore provides information about the intention of a wearer just before the gesture is made (Tanaka, 2015). As described by Tanaka, this
results in a sort of “negative latency,” where sEMG signals can indicate the occurrence of a motion a few milliseconds before it occurs (Tanaka and Ortiz, 2017). This is because of where sEMG lies in the action path: "A classical sensor, then, is at the ‘output’ of a gesture while the EMG is a signal that is the ‘input’ to a gesture (Tanaka, 2015; Tanaka and Ortiz, 2017).” Pressure, flexion, and force sensing would measure the results of an action; motion or audio capture of a vocal performance would likewise only allow for analysis of movement or sound which has already been produced, even in the case of real-time systems.

**Ambiguity and Exploration**

Due to sEMG’s noisiness and the fact that we are not always consciously moving all of our muscles, there are inherent aspects of controllability and disorganisation when using sEMG-based control (Erdem and Jensenius, 2020). This, however, can be beneficial to studying embodied relationships in design. This ambiguity allows for users to develop their own relationship with a system, learn through play and experience, and act intuitively towards design without any pre-existing ideas of how the system should operate (Gaver et al., 2003; Sengers and Gaver, 2006). sEMG is highly responsive to movement, which would allow musical systems to take advantage of the very refined and subtle movements of experienced performers. In the opposite sense, these systems can also incorporate unconscious movement into interaction, allowing for users to explore their existing relationship with their bodies and aspects of technique which may have been adapted into the subconscious (Erdem and Jensenius, 2020). In this sense, sonic exploration with sEMG allows for intention and also effort and restraint to be used for control (Tanaka, 2015). Performers can adapt the force and exertion of their movements in addition to the overall shape of the movement in interaction. Restraint, conscious loosening of muscular tension, or explicit “letting-go” of control over muscles is a critical part of the embodied musical experience (Tanaka, 2015), making sEMG-based sensing well-suited to the existing highly-defined control musicians have over their instruments and bodies in performance.

The sEMG can then be used to drive a sonification, which allows a vocalist to “hear” aspects of their movement which otherwise would have occurred subconsciously. This practice mimics the normal action path which singers use – hearing the voice and then making small adjustments to technique, in a cyclical entanglement. However, this forces them to focus on the movement of a single muscle, isolated from a larger gesture, presented back to them in a non-vocal sonification (Igarashi et al., 2010; Tsubouchi and Suzuki, 2010). As well, multi-modal feedback from visualisation and sonification of gesture can strengthen imagery formed during rehearsal (Goebel and Palmer, 2008; MacRitchie and Milne, 2017). Sonification can lead to better reproduction accuracy in movement patterns (Effenberg, 2004) and allow for voice teachers to better relate to students (Igarashi et al., 2010) through this sensory feedback, in addition to relaying experiential knowledge. Sonification of biofeedback is found to be engaging and rewarding in rehabilitation through the emotional cues provided within music (Kantant and Dahl, 2019; Matsubara et al., 2013), which may further strengthen the learning process in terms of skill practice. sEMG also provides a way to experience bodily sensations externally, either visually or aurally as presented here, and potentially with other senses, which is known to reinforce learning (Bernal et al., 2015) and provide understandable information about the amount of and change in muscular activity (Tsubouchi and Suzuki, 2010). This kind of interaction is beneficial in that it provides a way for users to not only explore their conscious movements, but to also become aware of the unconscious action paths which have become internalised through prolonged experience.
4.3.6 Self-Assessment Questionnaires

The thesis used a variety of pre-existing questionnaires to examine imagery ability and musical experience.

Measuring Musical Sophistication

The Goldsmiths Music Sophistication Index (Gold-MSI) (Müllensiefen et al., 2013, 2014) was used to assess general musical sophistication and examine musical experience throughout the studies in this thesis. The Gold-MSI is possibly the most widely used questionnaire for self-assessment of musical experience. It has been validated and developed through an implementation by BBC LabUK’s How Musical Are You? test, providing a large survey of the general population (more than 190,000 people between 2011 and 2012).

With respect to the general population — all the way from professional musicians to casual listeners — the Gold-MSI's evaluation does not give emphasis to any musical genres. It provides assessment in five subscales: 1) Active Musical Engagement (time and resources spent engaging with musical activities), 2) Perceptual Abilities (abilities to understand musical features and listening skills), 3) Formal Musical Training, 4) Singing Abilities (the ability to sing in tune, accurately, and be aware of one's own singing), and 5) Sophisticated Emotional Engagement with Music (being able to talk about music and the expression of a given piece).

This questionnaire is used when working with a large variety of musicians in the studies presented in Chapter 5 and Chapter 6 to provide objective information as a comparative assessment of the participants' varied experiences. As with other self-assessed questionnaires, it is possible that participants judged their abilities too harshly or too leniently. This is discussed with respect to the specific studies in the aforementioned chapters. However, the questionnaire currently provides the most robust and validated metrics for music sophistication and is the preferred method for this evaluation across the various research fields covered in this thesis.

Measuring Imagery Ability & Use

Mental imagery has been found to be used very frequently used by musicians in daily life. Experience Sampling Methods (ESM) have been used to explore how musical imagery occurs in every day life; this method utilises participants’ self reflections to report on their experience at certain times of day when signaled by the researchers, and is a common methodology in communications research (Kubey et al., 1996). Sloboda et al. first provide application of the ESM in inquiry about an individual's music-related activities during the day, including the type of music in question, location, mood, related activity, and control of the music (Sloboda et al., 2001). This method is further applied to musical imagery in the context of imagined music: in a study by Bailes, it was found that the average music student spent 44% of their time listening to music, 32% imagining music, and 3% both listening and imagining together (Bailes, 2006). Within the time spent imagining music, the two most common reasons for doing so involved having heard the piece recently and preparation of the piece for performance. Because of the prevalence of auditory feedback in musical performance, auditory imagery ability is of particular interest to imagery researchers:

Auditory Imagery with the BAIS: Self-reported auditory imagery ability has been effective at predicting neural and behavioural outcomes; the Bucknell Auditory Imagery Scale (BAIS) was developed to determine auditory imagery based on two sub-scales for vividness (BAIS-V) and control (BAIS-C) of imagery (Håpern, 2015). The questionnaire offers questions for assessing each sub-scale with three types of sound source: musical, environmental, and spoken voice. For vividness, the
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A participant is instructed to imagine a particular sound; for example, one question asks the participant to consider attending a choir rehearsal and to imagine “the sound of an all-children’s choir singing the first verse of a song.” The participant then scores their image on a Likert scale from 1 to 7, where 1 means ‘no image is present at all,’ 4 means ‘fairly vivid,’ and 7 means the image is ‘as vivid as the actual sound.’ In the case of control, the participant is given a pair of sounds: the same sound as imagined before in the BAIS-V and a specific change to that sound. For example, after imagining again the children’s choir singing the first verse of a song, and “an all-adults’ choir now sings the second verse of the song,” the participant would indicate their control over this change to the image with a separate 7-point scale, where 1 means ‘no image present at all,’ 4 means ‘could change the image, but with effort,’ and 7 means ‘extremely easy to change the image.’

Self-reported imagery ability on the BAIS has been found to correlate significantly with behavioural aspects of musicality. Higher BAIS-V scores correlate with better pitch imitation ability (Pfordresher and Halpern, 2013), recall and recognition of transposed, reversed, or serially shifted melodies (Greenspon et al., 2018), and the occurrence of “earworms,” or involuntary musical imagery (INMI) (Floridou et al., 2014). BAIS-C scores also correlated positively with better prediction of melodic line movement (Gelding et al., 2015) and anticipation of tempo changes (Halpern, 2015). BAIS scores have also been associated with some aspects of neural processing of music, particularly with asymmetrical activity in the right side of the brain (Zatorre and Halpern, 2005). Neural activation was greater in participants with higher BAIS-V scores in the right anterior superior temporal gyrus (secondary auditory cortex) and right dorsolateral prefrontal cortex (involved in working memory) during encoding of imagined melodies (Herholz et al., 2012). Higher overall BAIS was positively correlated with activity in the right secondary auditory cortex and right intraparietal sulcus in mental reversal of a melody (Zatorre et al., 2010). Furthermore, higher BAIS-V scores correlated positively with grey matter volume in the left inferior parietal lobule and left supplementary motor area (Lima et al., 2015). These areas have also been implicated in functional studies of musical imagery (Foster et al., 2013; Halpern and Zatorre, 1999; Zatorre et al., 2010). It has therefore been suggested that higher BAIS scores allow an individual to perform musical tasks with accuracy, access more neural attention to memory and auditory processes, and ultimately exercise more control over mental images of a sound.

Kinaesthetic & Visual Imagery with the MIQ-3: The BAIS is perhaps the most researched questionnaire in imagery self-assessment, but focuses on only a single imagery modality. Other similar questionnaires have been developed for multimodal imagery use. The Multi-Modal Imagery Association Model (MMIA) focuses on tactile and auditory associations to describe more complex sensorimotor imagery (Pfordresher et al., 2015). As well, the Movement Imagery Questionnaire-3 (MIQ-3) assesses both internal and external visual imagery and kinaesthetic imagery (Cumming and Williams, 2012).

In this thesis, I use the MIQ-3 as a companion to the BAIS to address visual and kinaesthetic imagery, which are most commonly discussed and studied in previous research. It is of course likely that gustatory and olfactory imagery play a role in music performance. This is seen in an image involving potpourri smelling by a participant that will be described in Chapter 6. I however limit the scope of this thesis to auditory, visual, and kinaesthetic imagery as gustatory and olfactory imagery are not well-researched at present and require separate attention outside the possibility of this thesis. This version of the MIQ-3, which combines the Movement Imagery Questionnaire (Hall and Pongrac, 1983) and Movement Imagery Questionnaire-Revised (Hall and Martin, 1997), has also been extensively validated with respect to psychometric properties (Williams et al., 2012) and is commonplace in investigating movement imagery in sports science and dance research (Cumming and Williams, 2012).
Like the BAIS, the MIQ-3 also uses 7-point Likert scales for rating imagery ability, for instance rating visual images between “Very hard to see” and “Very easy to see” and kinaesthetic images between “Very hard to feel” and “Very easy to feel.” Like the BAIS, the questionnaire examines the ability to imagine a changing movement and body orientation, covering vividness and control but within a single scaled score. First, the participant is given a starting position and an action to perform. For instance, the first question of the MIQ-3 asks participants to use the Starting Position “Stand with your feet and legs together and your arms at your sides.” and then an Action to “Raise your right knee as high as possible so that you are starting on your left leg with your right leg flexed (bent) at the knee. Now lower your right leg so you are once again standing on two feet. The action is performed slowly.” Then, the participant is given a Mental Task to “Assume the starting position. Attempt to feel yourself making the movement just observed without actually doing it. Now rate the ease/difficulty with which you were able to do this mental task.” This question in particular examines kinaesthetic imagery; other questions examine both external and internal visual imagery by directing the participant to either “Attempt to see yourself making the movement just observed from an external perspective” or “from an internal perspective” during the Mental Task.

Considerations & Potential Bias: As described above with reference to the Gold-MSI, it is of course possible that participant bias may be introduced. Participants self-assessments may be too harsh or too lenient, depending on individuals. However, these questionnaires are among the most utilised assessments of imagery. The analysis of imagery ability in this thesis mirrors findings from other studies (see Chapter 5, for example), further adding to the validation of the metrics. It is also important to note that I here adopt the Functional Equivalence theory of imagery encoding (please refer to Section 3.1 in Chapter 3) as, in particular, the BAIS is validated on neural correlates with imagery ability in particular musical tasks. Functional Equivalence is not the only method proposed for imagery encoding; the results of this thesis, like the questionnaires themselves, depend on this particular grounding and this is worthwhile to note. The questionnaires operate under directed tasks, which assume that deliberate imagery production scored in their use is equatable with contextual and unprompted imagery use, in this case in singing. Both have been validated in-context and correlated to particular behavioural skills, but this is important to note. With consideration of these potential biases, these remain among the most studied in previous imagery research, especially the BAIS in musical interaction, and provide robust context to the findings of this thesis.

4.4 Apparatus and Materials

In addition to existing materials, this thesis involved an extensive amount of prototyping and the design of a dedicated system for vocal EMG amplification, the VoxEMG, as well as two wearable probes, the Singing Knit and the VoxBox, for sEMG interaction in both an autoethnographic and first-person research with other vocalists, respectively. These research artifacts were created for this thesis and the design process is outlined in Chapter 7. The implementation and use of the probes are fully discussed in their respective chapters: the Singing Knit in Chapter 7, the VoxEMG in Chapter 8, and the VoxBox in Chapter 9.

A complete list of other technical equipment used to facilitate each study can be found in Appendix D.
4.4.1 Ethical Approval

The studies conducted in this thesis received ethical approval from the Queen Mary Ethics of Research Committee. The result of ethics proposals determined that the proposed work did not present any ethical concerns and deemed very low-risk studies. The relevant ethics code for each study is as follows:

QMREC2125, Granted: 26/06/2019, Effect of musical training and musical learning experience in singers’ performance in non-ideal listening conditions (ref: Chapter 5)

QMERC2505a, Granted: 19/10/2020, The roles of metaphor in teaching kinetic aspects of sustainable and desirable technique in a one-to-one voice lesson (ref: Chapter 6)

QMERC20.592, Granted: 07/12/2021, Interacting with Voice Physiology Through Sonification of Laryngeal Movement Measured with Surface Electromyography (sEMG) (ref: Chapter 9)

It is worthwhile to note that I did not receive external ethical approval for the autoethnographic work I carried out during my own design and use of the VoxEMG system and Singing Knit (Chapter 8), as it is not required for self-study. I am however very passionate about ethical concerns in autoethnographic contexts to ensure that we adhere to a standard of care for ourselves as both researcher and participant. For the autoethnographic work I carried out, I documented aspects of my experience as a participant, for instance addressing issues of discomfort and skin irritation when working with sEMG sensors. I agreed with myself to adhere to a code of conduct, derived from ethical approval granted for the other studies in this thesis: *I am free to stop the research at any time, without repercussion, for any reason. If anything does not feel natural or I feel unusual discomfort in my voice, I will stop immediately. In exploring I will ensure not do anything out of my comfort zone that can be harmful to my voice, including but not limited to straining or pushing, screaming, and holding my head or neck in uncomfortable or locked positions.* This information later formed part of the Participant Information Sheet for QMERC20.592, given to other vocalists utilising the VoxEMG system. By acknowledging my own interaction and potential risks, I was able to ensure my own care in autoethnographic work and also carry this forward to working with other participants.
Chapter 5

Vocalists’ Use of Auditory Imagery

Using Imagery to Adapt to Altered Auditory Feedback

Based on the existing literature surrounding imagery cognition, the main focus of the beginning of the study was on auditory imagery and feedback as the driving mechanism behind singers’ crafts. This also arose from my own experience and what I believed myself to be doing while performing: while singing, we listen to the resultant sound and are able to determine when something is right or wrong based largely if not completely on that feedback. In order to explore the relationship between singer and voice and how singers understand their sound, I thus focused on auditory feedback.

The initial study for this PhD aimed to explore audiation and adaptability in vocal performance. The use of altered auditory feedback (AAF) conditions through tasks involving forced audiation in this study provides information about how well musicians are able to perform a specific performance task. We explored the relationship between auditory imagery ability and maintenance of tonal and temporal accuracy when singing and audiating with AAF, including upwards pitch shifts and delayed audio feedback (DAF). These tasks required the singers to rely on training and their “imagery toolboxes” while both singing and audiating. Results also determined whether there is any significant difference between vocalists and instrumentalists, as well as formally trained and non-trained musicians, in terms of musical imagery ability, and whether participants’ auditory imagery skills determined by the BAIS correlate to measures of performance accuracy. Musicians sang and audiated through a self-selected piece under conditions of pitch shifts and DAF and with speech distraction. The results indicate that musicians with higher self-indicated auditory imagery scores on the Bucknell Auditory Imagery Scale (BAIS) produced a tonal reference that was less disrupted by pitch shifts and speech distraction than musicians with lower BAIS scores. On the other hand, there is no effect of BAIS on temporal deviation when singing with DAF. Musical imagery ability as measured by the BAIS was not related to musical training but did correlate significantly with years of performance experience. The significant effect of auditory imagery ability on tonal reference deviation remained even after partialling out the effect of performance experience. The results indicate that auditory imagery ability plays a key a role in maintaining an internal tonal centre during singing but has, at most, a weak effect on temporal consistency. This work outlines directions for future studies to explore the multi-faceted role of auditory imagery ability in singers’ accuracy and expression.

Portions of this chapter have been submitted for publication in:

Courtney N. Reed, Marcus T. Pearce, and Andrew P. McPherson. Auditory imagery ability and singing accuracy with altered auditory feedback. Under review in Musicae Scientiae.
5.1 Method

This study examined how imagery is beneficial in tasks requiring audiation and adaptation to AAF. The hypothesis of the study was that, with greater auditory imagery ability, vocalists would be more able to adapt to hearing their voice in pitch-shifted or delayed feedback and continue singing accurately by relying on internal references. We use an approach focusing on auditory imagery specifically with respect to AAF, centring the exploration within the extensive work of Halpern and Pfordresher in auditory imagery in using and validating the BAIS (see Chapter 4, Section 4.3.6) in specifically singing tasks specifically (Greenspon et al., 2018; Halpern, 2015; Pfordresher and Halpern, 2013). Similar singing studies examining auditory imagery ability in performance have used a variety of methods to prompt imagery use, as discussed at length in Chapter 3, Section 3.1.3. This includes sensorimotor synchronisation tasks (Colley et al., 2018b) mental time and pitch transformations (Foster et al., 2013), pitch imitation tasks (Greenspon et al., 2018), and AAF tasks such as singing with DAF (Pfordresher and Palmer, 2002). Our method, based on the methods employed by Pfordresher and Palmer (2002), Pruitt et al. (2019), and Herholz et al. (2012), specifically focuses on realistic, performance-based tasks where vocalists sing familiar songs with strong, existing mental imagery (Herholz et al., 2012; Zagacki et al., 1992), rather than completing an isolated exercise like imitation or synchronisation. Using these familiar pieces, we investigate as well how audiation is impacted by auditory imagery ability.

5.1.1 Participants

A total of 16 participants (7 male, 9 female) with a mean age of 28 years (range: 22 – 37 years) were recruited for the study (Table A.1). Participants were recruited through an open call online and via emailing lists; in order to participate, participants were required to “be able to sing confidently and do so with reasonable pitch accuracy” in an unaccompanied setting. A short questionnaire provided at sign-up collected information regarding the participants’ demographic and experience data. Participants were asked to provide their primary instruments and whether or not they had undertaken any formal musical training (outside of compulsory schooling) on that instrument. Nine participants identified themselves as being primarily vocalists, six with formal voice training and three without. The remaining seven indicated a primary instrument other than voice (two pianists, two guitarists, one flautist, one dhol player, and one electronic digital instrumentalist), six with formal training on that instrument and one without. There was some overlap in backgrounds, with some participants being both vocalists and having substantial performance experience (> 5 years) on another instrument (Table A.1).

To ensure a wide range of principal instruments and musical abilities, participants were invited from a range of different musical groups in the Greater London area, including theatre and choral groups at QMUL, music science research centres at QMUL and Goldsmiths University of London, and professional and semi-professional choruses. Participants represented a variety of nationalities, were all fluent English speakers, and lived in the UK at the time of the study. Participants provided written informed consent for the collection, inclusion, and publication of their data, including anonymised questionnaire results and audio-video recordings. Participants were paid for their time following the completion of the study.

5.1.2 Materials

After sign-up and initial screening, participants were invited to bring “a solo piece/excerpt that you enjoy singing and can perform accurately without accompaniment.” The piece could be in any style
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(a) Indication to sing aloud.  
(b) Indication to audiate.

Figure 5.1: The recording and monitoring setup used for completing the tasks and receiving visual cues for audiation.

Figure 5.2: Visual stimuli displayed on the monitor during the Toggle and Toggled & Voice Distraction tasks.

and be 2-3 minutes in length. In order to ensure the strongest imagery association possible for the duration of the study, it was important that participants sang a piece they knew very well and felt confident to perform unaccompanied. It is also known that imagery has strong emotional associations (Zagacki et al., 1992), so we hypothesised that bringing a preferred song would further add to the strength of the present image, while also creating an enjoyable environment for the participants. This also helped to avoid the significant time costs or potential anxiety associated with having all participants learn or sight-sing an unfamiliar piece specifically for the study.

Song choices were agreed upon before the study took place. The reference key and tempo for each runthrough of the piece were agreed on at the time of study (Table A.2). This was done to ensure participant’s comfort in repeating the piece in a suitable range, as well as starting consistency between the iterations.

The participants completed the Gold-MSI (Müllensiefen et al., 2013, 2014) to assess general musical background and demographics and the BAIS questionnaire to assess auditory imagery.

5.1.3 Apparatus

The study was completed within an isolated, acoustically-treasted recording room at QMUL (Figure 5.1). Directions and auditory stimuli were given with the use of a set of RCF ART 412-A speakers in the room or with a Beyerdynamic DT100 closed, circumaural studio headset, depending on the given task. The headphones offer approximately 20 dBA of noise attenuation and were chosen to provide isolation for AAF stimuli from the unaltered voice. Participants were recorded with an AKG C414B-XLI condenser microphone via a Yamaha MG16XU mixing console and Universal Audio 4-710d Tone-Blending mic preamp. The recording was made into Logic Pro X running on a Mac (Mac OS 10.14.1) in a neighbouring recording and mixing studio. The latency between the onset of a recorded audio signal and the return via the headphones was measured to be 1.63ms. Visual stimuli created in MAX/MSP (Cycling’74, San Francisco, CA) were presented on a 24” BenQ LCD monitor placed approximately 2’ away from the participant.
5.1.4 Procedure
Participants began by singing their chosen piece unaccompanied and without any additional feedback or stimuli.

All participants demonstrated qualitatively confident ability to sing their piece accurately (assessed by myself) and so were able to proceed with the remainder of the study. The remainder of the study involved three tasks done in six AAF conditions.

Tasks.
Three tasks were performed, in the following order:

1. **Normal.** Sing the piece as written, from start to finish.
2. **Toggled.** Perform from start to finish, alternating between singing aloud and audiating as visually instructed.
3. **Toggled & Voice Distraction.** Perform as in the Toggled task, with an additional stimulus of external dialogue supplied during the audiated sections.

In the Toggled and Toggled & Voice Distraction tasks, the participants were instructed to either “sing” aloud or “wait” while continuing to audiate, as indicated by the monitor (Figure 5.2). The screen changed from one state to another on a random interval of 5-15 seconds. The toggling within these tasks was designed to force the participants to rely on their musical imagery abilities through audiation. In the Toggled & Voice Distraction task, a BBC Radio podcast (“Fermat’s Last Theorem,” from In Our Time, Melvin Bragg, BBC Radio 4, 25 October 2012) was played while the participants were instructed to audiate and was switched off as they were instructed by the monitor to resume singing aloud. This voiced dialogue distraction was included to observe how well participants were able to focus on their audiation while a conversation happened in the room, as audible speech is found consistently to be more disruptive to task performance, including to audiation in reading, than other sound distractions (Vasilev et al., 2018; Venetjoki et al., 2006).

Auditory Feedback Conditions.
In each task, participants sang their piece in six different feedback conditions (2 control, 2 DAF, 2 upwards pitch shifts), for 18 total performances of the piece:

- **Normal Feedback (NF)** (control, room feedback)
- **Headphone Feedback (HF)** (control, setup latency)
- **200 ms Delay**
- **600 ms Delay**
- **+ 1/4 Tone Pitch Shift**
- **+ Whole Tone Pitch Shift**

DAF timing was determined based on related literature from previous musical imagery study, as well as Speech, Language, and Hearing research (SLHR). 200 ms has been found to be the most disruptive to speech production (Atkinson, 1953; Black, 1951; Fairbanks, 1955; Sasisekaran, 2012;
Zimmermann et al., 1988), functionally interrupting the action-effect path in sensorimotor coordination (Howell, 2004; Howell et al., 1983). The 600 ms delay was chosen as it provides a qualitatively distinct delay; longer delays have been found to inhibit monitoring of vocal parameters and internal beat subdivisions (Bartlette et al., 2006; Finney and Warren, 2002; Lee, 1950; Pfordresher and Palmer, 2002; Zarate and Zatorre, 2008), and potentially to disrupt longer phrases (Howell et al., 1983).

The pitch shifts used were both upward pitch shifts; this was decided based on the fact that most singers drift downward in pitch over time (Howard, 2007; Mauch et al., 2014), with the hypothesis that upwards pitch shifting would provide a more unnatural stimuli and not confound results by exacerbating the typical detuning during an a capella performance. The quarter tone pitch shift was intended to provide a sense of chorusing, being closely situated to the sung pitch. It was anticipated that the singers might try to adjust over time, and drift upwards with what they heard to remain “in-tune” (Howard, 2007). The whole tone shift was meant to provide a distinctly out-of-key sensation, rather than a slight detuning, forcing the singers to ignore the stimuli outright.

All AAF stimuli were played back via the headphones with added gain in order to mask the unaltered voice (Malloy et al., 2022). The gain was set to a level that was “comfortable, but you should not be able to hear your voice outside of the headphones.” The stimuli were ultimately presented at approximately 80-82 dB SPL; this does not limit any bone conduction of the unaltered voice, which should be noted, but minimises the presence of veridical feedback when AAF was presented.

DAF was introduced with Logic Pro X’s built-in Sample Delay plug-in. Pitch shifting was added with in the built-in Pitch Shifter plug-in, set for 0.0 ms delay and with Latency Comp enabled. The I/O buffer size in Logic was additionally set to the smallest size (32 samples) for further latency reduction. Participants listened to direct monitoring on the track using this plug-in to sing along to with the AAF. Using an oscilloscope, the round trip latency (RTL) between input through the microphone and output through the headphones was measured to be approximately 7 ms of additional latency, and so would not provide any noticeable latency beyond the intended DAF. The raw audio signal from the performance was recorded on a separate track without the plug-in and bounced in place to ensure there was no latency introduced in the audio files used for analysis.

Experiment.

The NF task was always performed first for each task as a control. This also allowed participants to become familiar with the task before addition of extra AAF demands. Following this, the remaining conditions were randomised.1

The ideal performance for this study would involve the performer maintaining a consistent tonal centre and tempo throughout the piece, effectively ignoring AAF and singing as they had done under the HF conditions. In the pitch shifted conditions, a performer would be able to ignore the AAF and continue singing with their internal tonal centre, maintaining the key throughout the piece and not trying to adjust to what they hear. In delay conditions, the participant would not react to the AAF and maintain a continuous and consistent pulse. In the Toggled and Toggled & Voice Distraction tasks, the participant should switch from audiating to singing in the same tempo and key as where they left off, without late or early entries.

Participants were therefore instructed with the following guidelines: “Sing the piece as you did during the first run-through, ignoring any auditory feedback you hear in the headphones. Sing the piece as you would normally, keeping in key and staying in time. If you make a mistake, keep going; 1Some participants did not complete all task-condition combinations due to external constraints. See Table A.3 for details.
if you find you are off-key or are changing tempo, stay consistent and continue to the end of the piece with your new key or new tempo. It is important to not stop and to continue on singing as well as you can.” Participants were reminded of this between performances to ensure that their goal was to maintain consistent tonal and temporal centre in their performance.

For each condition, the participants were allowed to talk into the mic to hear how the AAF would sound before they began singing. This was done to give an idea of what to expect and to reduce the effects of surprise. Toggled tasks were described to be performed “as if someone has just muted you for a short time.” Participants were reminded to do their best to maintain their pitch and tempo centres while audiating and to come back in when instructed to sing aloud again. The screen changes for Toggled tasks were shown to the participants beforehand, again to reduce the effects of surprise when completing the sung performances. Once participants were comfortable with the performance’s conditions, the sung performance began.

At the start of each task, the starting pitch and the melody of the first two bars of the piece were played for consistent tonal reference. This reference was generated in Logic Pro X and played on the default Steinway Grand Piano software instrument patch. The reference tempo was provided as a count-in with Logic’s digital metronome. The full study took one hour for each participant, including completion of questionnaires and approximately 45 minutes of singing.

5.2 Analyses

We did not expect the participants would be able to ignore AAF perfectly, so participant “accuracy” was measured in terms of how little deviation occurred through the piece. In the cases where participants were unable to maintain these tonal and temporal centres, the accuracy measures chosen for the analysis address the extent of the deviation. If the tonal or temporal centre was lost, especially after audiating for a passage, we expected participants to continue consistently and finish the performance with the new tonal or temporal centre. The hypothesis was that, with a stronger internal representation of sound driven by auditory imagery, participants should be able to better ignore both pitch shifts and DAF and maintain tonal and temporal consistency.

Therefore, we used three calculations to measure accuracy in each of the 18 task-condition combinations: one for tonal deviation and two for temporal deviation. It is important to note that these accuracy measures focus objectively on quantifiable measures of the performance in timing and tonality and that the “best” performances according to these metrics were not always the most musically expressive or given by the participants who were subjectively more talented singers.

The recorded audio was analysed within Sonic Visualiser (Cannam et al., 2010) to determine the pitching and timing of each performance.

5.2.1 Pitch

A pitch track and notes were extracted from the recording using the pYIN algorithm implemented in Tony (Mauch and Dixon, 2014; Mauch et al., 2015, 2014) and were checked and corrected by hand if necessary. A reference pitch track created from the score was then aligned to provide a reference for the expected notes in each performance. This reference track, along with fundamental frequency $f_0$ output by Tony were further converted to musical pitch $p$ (Dai et al., 2015). Here, $p$ is measured in semitones and is equivalent to the note’s MIDI pitch number, where A4 (440Hz) is 69, using

\footnote{In the Toggled and Toggled & Voice Distraction tasks, the pitches omitted during the audiated sections were excluded from this reference pitch track.}
Equation 5.1.

\[ p = 69 + 12 \log_2 \frac{f_0}{440 \text{Hz}} \]  

We aimed to determine how well participants were able to sing correct intervals, maintain intonation, and limit tonal drift from a key centre.

We used Kennedy and Kennedy (1980)’s definition of intonation as “the act of singing or playing in tune,” which requires the existence of a tonal reference. Given that participants were singing unaccompanied, the reference is internal (Mauch et al., 2014) and cannot be measured directly; therefore, estimations of intonation given this internal reference were calculated as proposed by Dai et al. (2015), using Tonal Reference Deviation (TRD), also measured in semitones.

Tonal Reference Deviation.

To calculate TRD, an internal tonal reference curve must be estimated. Assuming the reference changes over time in unaccompanied singing, this estimate approximates the local, internal tuning reference, with respect to the neighboring pitches. TRD captures this trajectory of the reference pitch over time with score normalisation by adjusting the pitches that are actually sung to the expected pitches, as indicated in the score (Dai et al., 2015). Because the internal reference is based on pitch memory (Mauch et al., 2014), a sliding window can be used to estimate the magnitude of the pitch trajectory over time. The window represents deviation along the natural drift, which occurs during a capella singing, by judging the each note against the notes directly before and after. Pitch error is calculated as the difference between the tonal estimates and the tonal reference curve. The TRD is therefore the fluctuation of this reference pitch and is calculated as the standard deviation of the reference curve. Please refer to Dai et al. (2015) for further detail.

First, the sung pitches from the performance, \( p_i \), are adjusted by removing the anticipated pitches, \( s_i \), given by the score, \( t^*_i = p_i - s_i \), and then adjusted further by subtracting the mean \( t_i = t^*_i - \bar{t}^* \). The smoothed trajectory of these tonal estimates, \( t_i \), is used to find the reference pitch, \( c_i \), from the weighted mean of the tonal estimates within a triangular window around the note (Equation 5.2).

\[ c_i = \sum_{k=-n}^{n} w_k t_{i+k} \]  

In this equation, \( \sum_{k=-n}^{n} w_k = 1 \) and the triangular window \( W^{T,N} = \{ w_k^{T,N} \} \) is used. Here, \( N \) refers to the length of the window and \( k \) is the index of all notes from \(-n\) to \( n\). We used a window size of \( N = 5 \), which gives a window consisting of the two notes on either side of the \( i_{th} \) note and gives more weight to the notes nearer while giving no weight to the \( i_{th} \) note itself, proportional to \( 1, 2, 0, 2, 1 \), as in Equation 5.3.

\[ w_k^{T,N} = \begin{cases} \frac{2N+2-4|k|}{N^2-1} & 1 \leq |k| \leq \frac{N-1}{2} \\ 0 & \text{otherwise} \end{cases} \]  

Pitch error is therefore calculated as the difference between the tonal estimates, \( t^* \), and the tonal reference curve, \( c_i \). The TRD is the fluctuation of this reference pitch and is also calculated as the standard deviation of \( c_i \).

We therefore expect participants with stronger auditory imagery will have lower TRD, which indicates less drift or inconsistency in the tonal centre. As this measure captures the reference pitch,
small errors in tuning will not be penalised as much as wholly inaccurate intervals. In the same way, if a participant abruptly loses their key, the measure penalises the initial error as compared to the score and the deviation from the original tonal centre, but this error is subsequently smoothed by the overall trajectory of the deviation. By use of a sliding window and accounting for the notes preceding and following, the TRD will be lower if the participant is singing consistently in a new key than if the pitches are moving around between tonal centres.

5.2.2 Tempo

It is found to be generally impossible for people to maintain a consistent timing, even if they try (Repp, 2002), but the degree to which drift occurs varies between individuals. Previous research identifies the importance of a central clock variance in drifts found in isochronic tapping with different limbs (Collier and Ogden, 2004). Collier and Ogden (2004) suggest that musical experience or inclination, among other unknown factors, influences this clocking and therefore the natural tendency to drift. There is less understanding about how this drift occurs over time, compared to tonal drift. Humans use contextual information for determining timing, which suggests temporal variation should be examined successively across a series of onsets (Madison, 2004). In related work studying the effect of DAF on timing in musical performance, the coefficient of variation (CV) is used as a measure of timing variability (Pfordresher and Palmer, 2002). CV is calculated as the standard deviation of the inter-onset interval (IOI) divided by the mean IOI. We include this measure to indicate drift while singing. In Toggled and Toggled & Voice Distraction tasks, we are unable to determine the internal timing while participants audiate. In order to examine timing variation while audiating, we calculate the absolute average number of missed beats (MBs), adjusted for the length of the audiated section, as a representation of the singer's internal temporal reference.

Coefficient of Variation: Error and Drift.

At the start of analysis, note events and beat onsets were annotated by hand in each audio file within Sonic Visualiser, based on the placement given by the score. The distance between each note and its predecessor (omitting the first beat of an performance) is calculated as beats per minute (BPM) and converted to milliseconds, allowing the distance between beats to be expressed as an IOI. For Toggled and Toggled & Voice Distraction tasks, the beat before the change in the visual display is marked and the audiated sections are assumed to continue at the same tempo from the last beat previously vocalised. This gives a clear image of the timing between each beat through each performance.

Accuracy in this case is again defined as the ability to maintain consistency when presented with AAF. It is normal for musicians to have inconsistencies in timing at a local level, especially when performing solo; without the reference of other players, this drift would not be noticeable. Because CV is calculated as the standard deviation of the IOI divided by the mean IOI, it acts as a measure of the dispersion around the mean tempo and is used to depict the general temporal deviation. Similar to TRD, in cases where the participant would change to a new tempo, for instance after an audiated section, the deviation from the original tempo would be penalised but not compounded if the participant remained consistent to the new temporal centre for the remainder of the piece.

Missed Beats: Drift During Audiation.

Timing accuracy in Toggled and Toggled & Voice Distraction tasks also uses MBs to examine audiated sections. As discussed previously, the tempo through an audiated section is assumed to be the same BPM as the last beat sung before the start of the audiation. The number and length of
audiated sections varied depending on the frequency of the random toggle and the duration of the piece in each performance. Therefore, MBs were averaged according to the length and frequency of the audiated sections.

If auditory imagery and temporal accuracy are in fact related, a singer with greater imagery ability would likely have more accurate timing and consistent beat keeping. They would be expected to keep more consistent tempo and miss fewer beats on average through these audiated sections.

5.3 Results

The Gold-MSI indicated that all participants were engaged in active performance for at least one year prior to the study (M = 10.9 years) and all had some training in musical theory, including self-study (M = 6.6 years). Mean ratings on the BAIS-V ranged from 4.14 to 6.57 (M = 5.19, SD = 0.7). Ratings on the BAIS-C ranged from 3.79 to 6.43 with (M = 5.23, SD = 0.8).

5.3.1 Group BAIS Results

Preliminary analysis was conducted to establish any group differences in terms of musical imagery ability as measured by BAIS-V and BAIS-C scores. The groups were divided based on indications made at the time of sign up and again on the Gold-MSI of (1) being primarily a vocalist or an instrumentalist and (2) having been formally trained on the principal instrument or not.

Vocalists vs. Instrumentalists.

A two-sample t-test was performed to determine whether the groups differed significantly in either BAIS subscale. There was no significant difference in the BAIS-V scores of the vocalists (M = 5.18, SD= 0.81) and the instrumentalists (M = 5.2, SD = 0.56), t(14) = – 0.06, p = .95. This was also true of BAIS-C scores between the vocalists (M = 5.23, SD = 0.99) and the instrumentalists (M = 5.22, SD = 0.57), t(14) = 0.01, p = .99).

Formal Training.

For BAIS-V score, there was no significant difference between the participants with formal training (M = 5.26, SD = 0.7) and those without (M = 5.0, SD = 0.69), t(14) = 0.63, p = .54). This was also the case for BAIS-C, t(4) = 1.38, p = .24, although variance between the participants with formal training (M = 5.42, SD = 0.64) and those without (M = 4.64, SD = 1.07) was unequal. Given the lack of any statistical differences in BAIS scores between vocalists and instrumentalists, or participants with and without formal training, no further distinction was made between participants on these grounds. All participants were examined as a single cohort of confident singers regularly performing vocals in some capacity.

Aggregating BAIS Scores.

Additionally, participants’ BAIS scores from the two subscales had a strong positive correlation (r = .76, R^2 = .57, p < .001, Figure 5.3). This is consistent with previous research using the questionnaire (Halpern, 2015; Pfordresher and Halpern, 2013) and indicates that individuals with ability to produce a more vivid auditory image may also have greater control over that image. Given this strong relationship between the BAIS subscales, BAIS-V and BAIS-C scores were averaged for
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5.3.1 Potential Covariates in Music Selection

Before examining anything else, we first determined whether the participants’ self-selected pieces might introduce covariates into the analyses.

Music Complexity.

Several elements of complexity were used to compare the different participant-chosen pieces; these measures were calculated using the MIDI toolbox functions for MATLAB (Eerola and Toiviainen, 2004) and included the melodic range in semitones (ambitus), melodic complexity (complebm, derived from the expectancy-based model of melodic complexity by Eerola and North (2000) and Schaffrath (1995)), durational variability of note events (nPVI, by Grabe and Low (1995) and Patel and Daniele (2002)), note density as number of notes per beat (notedensity), and tonal stability of notes in a melody (tonality, by Krumhansl (1990)).

We found that correlations between these features in each song and the respective participant’s BAIS score, years of study, and years of performance experience were all found to be weak (r < ±0.39). Ambitus and years of study (r = -0.48), note density and melodic complexity (r = .66), BAIS score and years of performance (r = .6), and durational variability of note events with note density (r = -.52), melodic complexity (r = -0.44), and BAIS Score (r = 0.43) were found to be moderately correlated (Figure A.1). However, these potential correlations were all found to be non-significant.

5.3.2 Potential Covariates in Music Selection

Before examining anything else, we first determined whether the participants’ self-selected pieces might introduce covariates into the analyses.

Music Complexity.

Several elements of complexity were used to compare the different participant-chosen pieces; these measures were calculated using the MIDI toolbox functions for MATLAB (Eerola and Toiviainen, 2004) and included the melodic range in semitones (ambitus), melodic complexity (complebm, derived from the expectancy-based model of melodic complexity by Eerola and North (2000) and Schaffrath (1995)), durational variability of note events (nPVI, by Grabe and Low (1995) and Patel and Daniele (2002)), note density as number of notes per beat (notedensity), and tonal stability of notes in a melody (tonality, by Krumhansl (1990)).

We found that correlations between these features in each song and the respective participant’s BAIS score, years of study, and years of performance experience were all found to be weak (r < ±0.39). Ambitus and years of study (r = -0.48), note density and melodic complexity (r = .66), BAIS score and years of performance (r = .6), and durational variability of note events with note density (r = -.52), melodic complexity (r = -0.44), and BAIS Score (r = 0.43) were found to be moderately correlated (Figure A.1). However, these potential correlations were all found to be non-significant.
(p > .05). As the complexity of the pieces in these dimensions did not correlate with any of our participant measures, we assume that the subject-selected music does introduce confounding factors in our primary analyses.

**Interaction with Delays.**

Additionally, potential interactions with DAF were examined; given previous research on timing accuracy with DAF (Pfordresher and Palmer, 2002), it is possible that the event timing of some of the chosen pieces might result in DAF occurring at a binary subdivision of the beat, thus creating a less distracting delay for some participants. For instance, if the IOI between the notable beats of the measure was 400 ms, the 200 ms delay condition would result in DAF occurring at a subdivision of the beat and could potentially benefit a participant’s accuracy in timekeeping. In order to determine whether this was an applicable factor in any of the participant-selected pieces, the IOI between notable beats in each piece was determined using the reference tempo in BPM (provided at the start of each performance) and the meter of the piece. The IOI of notable beats, as well as the measure length, in milliseconds is presented in Table A.2.

In both cases, the length of the beat and the measure for all pieces would not provide reasonable binary subdivisions with the two DAF conditions. For this reason, we assume interactions with delays are not likely to be a confounding factor in comparison of participant experience and performance outcomes in the DAF conditions.

**5.3.3 Primary Analysis: Effects of Auditory Imagery on Accuracy**

Having addressed potential covariates, we began the primary analysis to determine whether there were any effects of auditory imagery on the examined accuracy measures.

As all AAF conditions were delivered via headphones, we first determined whether using HF had significant impact on accuracy. We compared the NF performances with the HF performances in a Welch Two-Sample t-test. There was no statistical difference between these performances for any of the accuracy measures. We thus determine there is likely no confounding factor in delivering AAF via headphones. The HF performances are used as a control for the other AAF performances.

We conducted two analyses using different baseline performances. First, participants’ AAF performances were examined against their own individual control performance scores in each task. This was conducted to determine the effect of BAIS on individuals’ ability to perform consistently between AAF and control conditions. A subsidiary motivation for comparing within-individual accuracy was to account for individual differences in control performances and with respect to the participant-chosen pieces. In each task, a participant’s accuracy scores for in their AAF performances were normalised with respect to their score for their control performance. The resulting adjusted score thus functions as a measure of how much better or worse the participant was in a certain AAF condition compared to their initial performance: an adjusted score of 0 indicates the participant achieved the same error as their control performance (consistent performance), a positive score more error, and a negative score less error.

Second, a group-adjusted analysis was performed. This analysis was conducted to account for some participants having more error than others in their control performances. The group adjustment was achieved by normalising AAF performance scores to the average control score of all the participants in each task (Table 5.1). The adjusted score thus determines how much better or worse the participant did in an AAF performance than the average control performance. An adjusted score of 0 means the performance was as accurate as the average, a negative score less error than average, and a positive score more error than average. There were no significant correlations between
participants’ BAIS scores and their accuracy score for any measures in control HF performances. We therefore assume the average control performance for the group is not affected by BAIS score.

<table>
<thead>
<tr>
<th>Task</th>
<th>Group</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TRD</td>
<td>CV</td>
</tr>
<tr>
<td>Normal</td>
<td>0.47</td>
<td>9.74</td>
</tr>
<tr>
<td>Toggled</td>
<td>0.46</td>
<td>9.09</td>
</tr>
<tr>
<td>Toggled &amp; Voice Distraction</td>
<td>0.43</td>
<td>8.99</td>
</tr>
</tbody>
</table>

Table 5.1: Averaged scores in each measure of accuracy across the group.

**Individual-Adjusted Tonal Deviation.**

We conducted a 2x3x4 mixed analysis of variance (ANOVA) with task (3 levels) and condition being the repeated-measures (within-subjects) independent variables, and group the between-subjects independent variable, TRD scores were found to be non-normally distributed and were transformed with Ordered Quantile Normalising Transformation (ORQ) to meet parametric assumptions (Peter-son and Cavanaugh, 2019).

There was a significant two-way interaction found between BAIS group and task, $F(2,144) = 3.304$, $p = .040$, and between BAIS group and condition, $F(3,144) = 3.628$, $p = .015$. There was no significant three-way interaction found between the variables.

A planned simple two-way fit for each BAIS group showed that the effect of condition on TRD was significant for the low BAIS group, $F(2,144) = 3.70$, $p = .013$. Bonferroni-adjusted pairwise comparisons show this was a result of the Whole Tone Pitch Shift condition’s significant difference between the two groups, $t(162) = –2.97$, $p < .001$. Here, low BAIS participants had higher TRD compared to their control performances than high BAIS participants (Figure 5.4). The effect of the Toggled & Voice Distraction task differed significantly between the groups, $t(160) = 3.69$, $p < .001$, with low BAIS participants again having higher TRD compared to their control performances (Figure 5.5).

Full-factorial results for the individual-adjusted TRD scores can be found in Table A.5.

**Individual-Adjusted Temporal Deviation.**

Individual-adjusted CV scores were found to be normally distributed and so were not further transformed. A similar 2x3x4 repeated measures ANOVA was performed.

There were significant main effects of condition ($F(3,144) = 7.321$, $p < .001$) and BAIS group, $F(1,144) = 7.323$, $p = .008$, but no significant interactions between the independent variables.

Planned two-way analyses between each BAIS group showed a significant effect of condition on CV for the low BAIS group only, $F(3,144) = 8.22$, $p < .001$. Bonferroni-adjusted pairwise comparisons for each condition indicated significant differences between the groups for both the 200 ms Delay, $t(160) = 2.85$, $p = .005$, and the 600 ms Delay, $t(160) = 2.34$, $p = .021$.

Interestingly, while high BAIS singers tend to perform similarly under the AAF conditions compared to their control performances (CVs cluster around 0, meaning there is little difference in accuracy between control and AAF performances), some low BAIS singers had lower CV scores in these performances (expressed by the negative adjusted CV scores, Figure 5.6). Thus, while the high BAIS singers had AAF performances with similar error to their individual baselines, some low BAIS scorers managed to achieve lower timing error in the DAF conditions compared to their
control performances. As the independent variables had no significant interactions, we assume that this decrease in error is not an effect of BAIS.

Full-factorial results for the individual-adjusted CV scores can be found in Table A.6.

For the audiated sections in the Toggled and Toggled & Voice Distraction tasks, the repeated-measures ANOVA analysis was performed with individual-adjusted MBs as the dependent variable. No significant main or interaction effects were found (Figure 5.7). In general, the two groups appear to have similar accuracy in the AAF conditions compared to the baseline, where the vast majority of participants drifted less than one beat difference through an audiated section compared to their control performances. Although condition was found to be significant for the other individually-adjusted accuracy scores, the MBs are largely consistent with control performances, with no readily visible differences in either group.

Full-factorial results for the individual-adjusted MBs scores can be found in Table A.7.
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Figure 5.6: Temporal Deviation: Individual-adjusted CV score (AAF conditions by BAIS group).

Figure 5.7: Temporal Deviation: Individual-adjusted MBs scores (AAF conditions by BAIS group).

**Group-Adjusted Tonal Deviation.**

Group-adjusted TRD scores were again transformed with ORQ transformation and used as the dependent variable for a repeated measures ANOVA. There were no significant interactions found between the independent variables.

Planned analyses for interactions by group were carried out to determine any other interactions. A two-way analysis by BAIS group showed a significant effect of condition on TRD for the low BAIS group, $F(3,144) = 2.78, p = .043$.

This was further explored through Bonferroni-adjusted pairwise comparisons between the BAIS groups, which revealed a significant difference between the high and low BAIS groups in the Whole Tone Pitch Shift condition only, $t(160) = -2.00, p = .047$, with low BAIS scorers having higher TRD scores than the group average control (Figure 5.8).

Full-factorial results for the group-adjusted TRD scores can be found in Table A.8.

**Group-Adjusted Temporal Deviation.**

Group-adjusted CV scores were normally distributed and so were not further transformed. While there no significant interactions between the effects, there was a significant main effect of condition, $F(3,144) = 12.721, p < .0001$.

Further two-way comparisons by BAIS group revealed that condition was a significant effect on CV for both the high ($F(3,144) = 3.36, p = .02$) and low BAIS ($F(3,144) = 10.6, p < 0.0001$) groups (Figure 5.9). Both groups managed to achieve slightly better than average control performance in the DAF conditions, mirroring the strange result seen in the individual-adjusted analysis of CV scores.

Group-adjusted MBs were also investigated; the 2x3x4 ANOVA revealed no significant interactions between effects on the number of MBs. Two-way interaction by group revealed a significant
5.3.4 Musical Experience

A follow-up analysis was performed to determine whether there were any correlations between participants’ musical experience (other than formal training as described earlier) and self-assessed imagery ability on the BAIS. Information about participants’ years of performance experience on their primary instrument and years of music theory study gathered from the Gold-MSI were regressed against participants’ BAIS scores. Years of theory study did not correlate with BAIS, $r = .32, F(1,14) = 1.62, p = .22$; however, active performance experience in years was found to correlate positively with BAIS, $r = .6, F(1,14) = 7.81, p = .014$. Examining the High and Low BAIS groups and these musical experience measures, we find this correlation remains: using a two-sample t-test, we found the groups did not differ significantly in terms of years of music theory, $t(13) = -1.33, p = 0.1$, but were significantly different in terms of years of performance experience, $t(13) = -3.6, p = 0.002$.

As BAIS score and performance experience in years (PEY) were observed to correlate in this way, a follow-up full correlation and partial correlation analysis was conducted to determine which of these factors was driving the observed performance accuracy. This was done for the two significant differences observed between the BAIS groups: the Whole Tone Pitch Shift condition as an effect on TRD, and the 200 ms Delay condition as an effect on CV.

TRD had a moderate negative correlation with aggregate BAIS, $r(43) = -.44, p = .003$, but was not significantly correlated with PEY, $r(43) = -.12, p = 0.18$. The partial correlation between aggregate BAIS score and per-participant TRD when controlling for PEY in the former case remains significant, $r = -.45, F(1,45) = -3.25, p = .002$. When controlling for BAIS score, the partial correlation between TRD and PEY remains insignificant, $r = -.15, F(1,45) = -0.99, p = .33$. This supports the originally observed effect, where a higher BAIS score (indicating better ability to produce and control auditory images) correlates with less tonal deviation when presented with pitch shifts even when performance experience was accounted for, whereas the relationship between accuracy and
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Figure 5.9: Temporal Deviation: Group-adjusted CV score (AAF conditions by BAIS group).

Figure 5.10: Temporal Deviation: Group-adjusted MBs score (AAF conditions by BAIS group).

performance experience is fully accounted for by inter-participant differences in auditory imagery assessed in the partial correlation analysis.

CV did not have a significant correlation with BAIS, \( r(44) = .29, p = .053 \), nor with PEY, \( r(44) = -.28, p = .06 \). Controlling for PEY, the partial correlation between BAIS and CV in the 200 ms Delay condition was still insignificant, \( r = .28, F(1,46) = 1.92, p = .06 \). Controlling for BAIS, the correlation between PEY and CV in this condition also remained insignificant, \( r = -.27, F(1,46) = -1.86, p = .07 \). This is fitting with the previously observed effects; while there were significant (and unexpected) effects of the experimental conditions on CV, neither this relationship nor CV itself were affected by BAIS. This will be a major component in the Discussion of this research.

5.4 Discussion

This study aimed to explore connections between musicians’ auditory imagery ability and their ability to maintain accuracy when introduced to AAF during a performance. Separate analyses using individual-adjusted and group-adjusted accuracy scores were performed to determine a singer’s ability to perform under AAF. The individual-adjusted analyses examined how well a singer was able to maintain consistent accuracy between their control and AAF performances. The group-adjusted analyses examined singers’ accuracy when compared with the other participants with similar auditory imagery abilities.

The results show that pitch deviation under pitch shifts correlates negatively with BAIS score, even when controlling for years of performance experience, whereas this is not the case for temporal deviation under DAF.
5.4.1 Tonal Deviation

When examining differences between the groups for tonal deviation, there were significant interactions between BAIS group and task and BAIS group and condition on individual-adjusted TRD. The Whole Tone Pitch Shift condition (Figure 5.4) and the Toggled & Voice Distraction task (Figure 5.5) were both found to have a significantly greater effect on individual-adjusted TRD for low BAIS singers than high BAIS singers. Low and high BAIS singers were also significantly different in terms of group-adjusted TRD in the Whole Tone Pitch shift condition.

In all cases, the low BAIS group had higher TRD, suggesting more pitch error in these performances. Participants in the high BAIS group appear to be able to better maintain tonal accuracy compared to their control performances, demonstrated by adjusted TRD scores close to 0. The data suggests auditory imagery assessed by the BAIS has an impact on the ability for an individual to maintain their tonal reference accuracy across different challenges in performance. This reinforces the hypothesis for stronger imagery ability to provide a stable internal reference which is preserved and can be used to adapt to non-ideal performance settings.

The examination of group-adjusted TRD (Figure 5.8) indicated that condition was a main effect. About half of low BAIS scorers had upwards of 0.4 semitones greater deviation in the Whole Tone Pitch Shift. This suggests that, while auditory imagery may contribute to an individual’s ability to keep consistent tonal error across performances with different AAF, stronger auditory imagery does not provide the ability to outperform others in these cases. This is relevant as previous work has shown large effects of BAIS in pitch-poor singers (Greenspon et al., 2018; Pfordresher and Halpern, 2013; Pfordresher et al., 2015). When examining confident and actively performing singers, there appears to be little effect of BAIS score on tonal accuracy compared to other singers.

The significant difference in tonal reference deviation between the high and low BAIS groups for the Whole Tone Pitch Shift condition indicates that this type of AAF is more disruptive to singers with weaker auditory images. These singers may find they have a harder time performing to the best of their abilities with larger pitch shifts. This is important because similar auditory distractions can be common when singing with others. For instance, in an a capella choral setting, listening to others within a voice section who are unable to pitch match and begin to sing incorrect intervals could lead to overall drift of the group. Choral singers in particular are trained to adjust to what they hear from others in their section and across the choir for timbral and tonal matching to ensure consistent sound and blending between voices (Howard, 2007); if enough singers within a voice section are more distracted by a “pitch shifting” caused by the intonation of others, these singers may find it harder to blend or to stay within a tonal centre.

However, this impact of pitch shift on low BAIS musicians is significant only when shifted a whole tone up, but not when shifted only a quarter tone; this perhaps indicates that there may be a threshold above which the difference between the internal reference and the off-pitch signal makes maintaining intonation difficult for singers with lower imagery ability. SLHR examining the influence of fundamental frequency shift on speech indicates that larger pitch shifts lead to more incomplete compensation (Daliri et al., 2020; MacDonald et al., 2010), which might explain why the quarter tone shift was easier to adapt to. Where this smaller shift might feel more like a chorusing or, as one participant described it, a “robot” filter on the voice, the audible feedback still feels like part of the vocal expectation. The larger whole tone likely creates a separation from the expected frequency output strong enough to disconnect the action-effect relationship. As well, the present study did not examine how the direction of pitch shifting impacted the direction of drift, which is important to assess in follow-up work. Typically, choirs drift downward in intonation, so this would benefit from examination in an empirical setting.

Previous work with singers has found that drifts and compensation to auditory feedback is essen-
tial to staying in tune (Howard, 2007); in contrast, SLHR also demonstrates that people compensate for pitch shifting by drifting in the opposite direction (Franken et al., 2018). Franken et al. (2018) summarise that there is a mixture of opposition and matching when compensating for tonal discrepancies, likely as a result of the motor system’s attempt to minimise the difference between the predicted and perceived sensory feedback. In some cases, the speaker might not be able to understand where the discrepancy originates (either from the self or at a later point in the feedback), leading to variance in coping strategies (Franken et al., 2018). However, in this study, all participants were aware that the feedback was upward pitch-shifted and had time to experiment with the stimuli before singing through their selection. It is possible that the low BAIS musicians acted as “self-blamers” and behaved as though the pitch shift originated in their singing, rather than the feedback. Such self-blamers tend to rate themselves as being “less musical” (Franken et al., 2022) perhaps parallel to the low BAIS scorers’ indication of fewer years of performance experience. With less experience and lower auditory imagery ability, they were perhaps unable to reference action-effect paths in existing imagery, leading them to adjust their physical behaviour when hearing unexpected auditory feedback and producing greater TRD than their high BAIS counterparts, who were able to ignore pitch-shifted feedback by relying on internal predictions (Jones and Keough, 2008; Zarate and Zatorre, 2008).

Tasks of singing with forced audiation and dialogue distractions may also have effect on an individual’s internal tonal model, as the interaction between BAIS group and task was found to be significant. There was a significant difference between the individual-adjusted TRD of the low and high BAIS groups when performing under the Toggle & Voice Distraction task. We designed this to be the most challenging of the tasks, given that the audiation was further disrupted by the dialogue happening in the background. This further supports the idea that stronger imagery may provide more consistency in maintaining a tonal reference when faced with difficult tasks, including audiation.

5.4.2 Temporal Deviation

Coefficient of Timing Variation.

In terms of temporal deviation, the results suggest a less straightforward relationship with BAIS. There was a significant effect of BAIS group and condition on individual-adjusted CV, although these effects did not interact. In the low BAIS group, the 200 ms Delay and 600 ms Delay conditions had significant effects on individual-adjusted CV. Unexpectedly, low BAIS group singers had lower CV in these conditions when compared with their control performances (Figure 5.6). As expected, high BAIS singers were more consistent with their control performances, with adjusted CVs closer to 0. BAIS group and condition were found to independently have a significant effect on CV. As there was no interaction between the independent variables, the effect of condition was not related to auditory imagery ability. This is reflected in the analysis group-adjusted CV, where only condition was found to be a significant main effect (Figure 5.9). In the group-adjusted analysis, both groups performed slightly better than their control performances in the 200 ms Delay and 600 ms Delay conditions. Pitch Shifted conditions give adjusted CV values near the average for control performances. This suggests that pitch shifts had little impact on the CV across the group, which seems plausible. However, SLHR provides a link between DAF and sensorimotor coordination and understanding auditory feedback in speech (Franken et al., 2018; Malloy et al., 2022). This has several implications for understanding the relationship between imagery ability and temporal deviation, which we discuss with respect to vocalisation in singing and speech.

Firstly, it is important to note that, although there were no correlations between BAIS and CV score in the control performances for each task, there were some participants who had high
timing variation in the control. This would have resulted in “better” performances in the AAF conditions. We therefore suggest that there may be a separate aspect of auditory imagery ability corresponding to temporal imagery. SLHR suggests that delays, especially longer ones, give a feeling of compounding, and subjectively feel harder to overcome (Malloy et al., 2022). It is suggested that such delays are disruptive at a neurological or cognitive level as a result of increased attention and awareness to the mismatch between expectation and actuality (Malloy et al., 2022), which would provide little room for coping using auditory imagery alone. DAF has fundamentally different effects on speech than frequency-altered feedback; in cases of pitch-shifted feedback, people are found to make changes in their speech to better match expectations of the sounds they produce, but which do not result in transpositions of the speech or stutters, as found with DAF (Burnett et al., 1998; Purcell and Munhall, 2006). This may highlight why imagery appears to be more linked with pitch shifted feedback in this study as singers are more successfully in negotiating expectations with reality. DAF, operating perhaps more heavily on sensorimotor feedback (Malloy et al., 2022), might not be so easily overcome by auditory imagery ability alone.

Given that there is no temporal aspect within the BAIS, it is difficult to say whether an individual’s vividness or control of an auditory image includes any aspect of timing ability. An additional measurement may be needed to examine temporal aspects of auditory images. This suggests exploration for further testing of time-based auditory images. For instance, prior to the establishment of the BAIS, another study by Halpern (1988) sees participants recalling the tempo of a familiar piece and then setting a metronome to the correct tempo; while it is clear this task relies on an existing auditory image, this aspect of auditory imagery may vary independently from the subscales making up the current version of the BAIS.

Furthermore, it is established that internalised pulse is reliant on both auditory and kinaesthetic or tactile imagery. Examination of auditory imagery alone may not be enough to accurately determine someone’s ability for timekeeping. Auditory-motor interaction utilises the predictive role of the motor system to make judgements about timing (Cannon and Patel, 2021; Proksch et al., 2020), and the motor system is involved in beat prediction even when no movement occurs (Gordon et al., 2018). Sensorimotor synchronisation (SMS) ability is found to be positively correlated with auditory imagery ability, as well as years of playing musical instruments (Pecenka and Keller, 2009). The Multi-Modal Imagery Association Model (MMIA), which links auditory and kinaesthetic imagery through sensorimotor associations to describe the translation between complex systems used in singing (Pfordresher et al., 2015), may be most appropriate for closer study of timing consistency or body-based representations. Auditory imagery, closely linked with bodily sensations and sensorimotor representations in multimodal imagery, allows for accurate mapping of planned motor images to achieve desired auditory outcomes, which are also applicable for examining planned timing of note events and mental tempo representation (Pfordresher and Palmer, 2002), as well as in SMS in expressive music (Colley et al., 2018a). Previous work suggests that this relationship may vary depending on the task, between individuals who might exhibit preference for either somatosensory feedback or auditory feedback (Lametti et al., 2012), or depending on which subsystem of the vocal mechanism — involving articulatory or laryngeal control — is more active (Weerathunge et al., 2022).

The idea that tempo-specific image production and tempo memory recall are widespread in the general public is also well established. Non-musical individuals are found to have accurate absolute tempo references preserved in long-term memory (Levitin and Cook, 1996). This is a widespread ability and is believed to be unrelated to musicality and training, as with other aspects of auditory imagery; rather, it is believed that absolute tempo is related to tactus, an internal rhythmic period representation or some other body-based reference (Gratton et al., 2016). The urge to move to a musical work and the “feel” or “groove” within the body is driven by internal representation
of temporal regularity (Hosken, 2018; Senn et al., 2019; Vuust et al., 2018). It is possible that participants did better in the DAF performances than in the controls because they introduced other elements of external timekeeping which do not rely on an auditory image, such as foot tapping, to help during these challenging tasks. In a similar sense, visual stimuli of timekeeping were found to help cope with DAF in speech (Malloy et al., 2022); some participants conducted beat patterns in front of their bodies, employing both kinetic and visual references to help reduce delay.

As well, it is critical to note how performance goals changed through the study as new challenges were introduced, and how this might have caused participants to perform with less variation in their tempo when confronted with DAF. In the initial control performances, the participants were tasked with singing as they normally would; in solo singing, vocalists might not keep explicit timing in favour of expression (Müller et al., 2010) or rely more on salient perceptual onsets rather than strict metronomical timing (Coath et al., 2009), thus resulting in “higher” initial CV. This further indicates that temporal drift over time requires further study in the way in which tonal reference drift has been studied, to produce alternate measures that more adequately capture “accuracy.” CV is limited in that it defines accuracy measured in strict millisecond timing; a piece sung a capella will be judged more harshly by CV of IOI than by both singer and listener. It is also suggested that humans are naturally lax in determining isochrony, as perception of repetition and timing are formed through natural stimuli, which rarely exhibit precise timing (Madison and Merker, 2002). Madison (2004) suggests that internal periodicity operations are present and people will perceive regularity in timing even when there is noticeable drift (Madison, 2004; Madison and Merker, 2002). Subsequently, when needing to perform with DAF, these singers may have been less stringent in the control and only became more aware of their timing when it was the focus of the performance or necessary to work with DAF. As mentioned before, they reverted to other methods of time keeping which may have allowed for less variation between beat onsets for the sake of “ignoring any auditory feedback you hear... keeping in key and staying in time.” It would be worthwhile to conduct the experiment in an accompanied context, to see how other external timing cues may impact drift and variation when performing with DAF.

In order to demonstrate these factors, and why it might not be so unexpected to see these results, we can examine Participant 9’s performances and individual-adjusted scores: In the Normal task performances, Participant 9 had a baseline CV of 15.43 in the Control condition but achieved a CV of 3.64 in the 200 ms Delay condition – this was the lowest individual-adjusted score of any other participant at –11.79. This particular participant’s background and behaviour during the study can help us to understand what may be occurring during the performances. In the control performances, the participant’s timing was very free; at the start of the study, the participant spoke of really enjoying singing the song and placed lengthened emphasis on certain words in the text. The chosen song itself also had frequent syncopated timing. Once singing with DAF, it was clear the participant’s focus changed. Audio-video recordings of the performances revealed that the participant began heavily dancing along with their singing, incorporating full-body sway, arm movements, and foot tapping in time with their pulse. Longer held notes became more punctuated, with the participant using pronounced glottal stops to separate any melisma into individual notes. The participant also described enjoying the challenge of singing with the delays, making it clear that this became the focus of the performance: not to recreate the initial performance but to instead get through the delays with consistent timing. This participant is also a highly experienced performer. Their regular performances of experimental and electro-pop music would have also provided ample previous experience with performing under AAF, which may have also assisted in this performance. In this case, we observe how body-based time keeping and focus on the task itself over performance aesthetics may have led to less variation when compared with baseline performance.
Missed Beats in Audiated Sections.

There were no notable effects of BAIS group, task, or condition on the number of beats a participant missed in an audiated section, which further supports the conclusion that BAIS has limited relationship with temporal deviation (Figures Figure 5.7 & Figure 5.10). There is reasonable consistency amongst performances for both groups: the greatest timing drift was about $\pm 2$ beats compared to the control performance. The majority of participants averaged less than 1 MB in any audiated section.

In this sense, rhythmic stability appears mostly unaffected when switching between audiation and singing aloud and, while audiating, participants in both groups are able to remain at a tempo consistent with that followed when singing aloud. This also suggests more awareness of the current tempo and ability to adjust, as participants did not default back to a remembered tempo once they began audiating, but rather continued mostly at the same tempo where they left off; otherwise, the number of MBs would be expected to be much higher with adjustments made during audiation.

An interesting comment by a participant who struggled with the DAF conditions was “I could feel I was going too slow, but it became so hard to stop.” There were other similar comments made, which further indicates that there is an existing auditory image for tempo recall that can be relied on during AAF (and perhaps also a tactile image in that participants can “feel” they are moving too slow, potentially in the duration of sung words and physical movement of the vocal mechanism and mouth). A similar effect has been found in SLHR with DAF, which notably produces reduced speaking rate as a compensation (Fairbanks, 1955; Finney and Warren, 2002). Given the sensorimotor components in speech production, it is likely that DAF disrupts the neural feedback loop active in monitoring whether expectation of actions matches what is heard. This is believed to be the cause of stutters (Howell, 2004; Zimmermann et al., 1988) or serial exchanges of syllables in speech, also found when DAF is introduced (Malloy et al., 2022). A speaker — or in this case, a singer — might feel as though they cannot keep up because of the delay in feedback, causing a slowed movement. This might further be amplified by the change in performance goals, as outlined previously by Participant 9’s experience, to reduce stylistic variation in tempo when confronted with more demanding DAF.

5.4.3 Imagery Acquisition and Experience

Based on these analyses, it is plausible that the ability to produce vivid auditory images and control them does assist performers in dealing with AAF and non-ideal performance situations. Imagery may help them to maintain internal references and achieve consistency between control and AAF performances. Comparison of individual performances indicate that imagery recall may assist in the maintenance of consistent performance when challenges arise, as seen in previous studies (Brown and Palmer, 2012; Edmonson, 1972; Finney and Palmer, 2003; Goebl and Palmer, 2008; Highben and Palmer, 2004; MacRitchie and Milne, 2017). This is therefore a useful ability for successful performance and a valuable asset to those pursuing performance. It remains unclear however how auditory imagery ability can be developed or trained in musical practice.

As previously mentioned, existing research on the use of the BAIS for self-indicating imagery ability determined that this ability may only mildly correlate with training. Previous study indicates that reliance on external auditory feedback decreases with training, particularly classical vocal training (Bottalico et al., 2016, 2017). In this study, it appears there is no correlation with formal training; however, there is a notable relationship between years of performance experience and score on the BAIS. It might therefore be suggested that, rather than having a particular musical education background or training, the act of making music and performing is the more desirable component to training imagery ability. Although singers might have hefty performance loads in a
formal conservatory environment, this study suggests that “experience” in performing in any context is valuable. There were several participants in the study who, despite having no formal musical training, maintain very active professional and semi-professional musical careers – this is indeed common among performing musicians.

Partial correlation analyses showed that BAIS was negatively associated with per-participant pitch shifting (TRD) effects, even when controlling for years of performance experience. This supports the association of musical imagery with better handling of altered pitch feedback. This was not the case for temporal AAF (CV) effects, which also supports the idea that temporal deviation observed in this study, and the internal tempo model itself, may have been influenced by other factors, such as performance goals and interactions with other abilities, namely kinetic imagery and body-driven representation. Perhaps, rather than years of experience, different kinds of performance experience, such as that of Participant 9, may be more influential in this adaptation. Further studies which replicate this experiment but also take into account individual performance backgrounds, musical styles, and other imagery aspects will be beneficial to fully understanding the relationship between these factors. However, we stand by the overall assessment that auditory imagery alone (at least as measured by the BAIS) does not have significant impact on temporal deviation when performing with DAF.

The main finding of the study is that auditory imagery, as assessed by the BAIS, is related to the ability to sing accurately and maintain tonal centre when performing with pitch shifted AAF. This appears to be driven directly by imagery ability, rather than years of performance experience. There remain two possible relationships between BAIS and performance experience; that high BAIS-scoring individuals are likely to become more successful performers or that performance experience itself develops auditory imagery ability. Any number of issues can occur during live performance, including issues with acoustics, feedback, monitoring, and often very prominent noise distraction from audience members; we suggest that, to thrive in this kind of environment and perform successfully, one would need to have more ability to maintain access to and adapt an auditory image.

It remains to be seen whether training can hone auditory imagery ability specifically and strengthen the image of ideal performance, for instance by rehearsing under stressful conditions with background noise and talking or practicing with artificially introduced AAF. In sporting performance, athletes utilise the PETTLEP model for imagery construction during training, allowing them to build multi-modal images of their techniques (Wakefield et al., 2013); this has also been shown to benefit musicians in their performance (Wright et al., 2014) and could be further considered for increasing one’s BAIS score and overall imagery ability. In addition to training imagery abilities through this type of experience, it seems likely that long-term performers self-select – only those with strong auditory imagery survive their gigs year after year.

5.4.4 Further Considerations

There are several considerations to the current study which should be considered in the interpretation of these results and the planning of further studies.

Participant-Selected Music.

The decision to allow participants to bring their own piece and potential confounding factors arising from this decision were considered during the design of the study. Although we have investigated these factors, it is possible that the individual pieces impacted the performance accuracy in an unknown way. Different pieces may have qualitatively different effects on and relationships with DAF and pitch shifting; it remains possible that the random toggled sections aligned in such a way
as to be more in-time in some pieces rather than others, or the length of a delay’s impact on pitch overlap created unexpected tonalities in some pieces but not others (Pfordresher and Palmer, 2002).

However, as discussed previously, we believe that allowing participants to choose their music offers significant benefits to experimental investigations of singing, as well as to the exploration of auditory imagery. There is a fundamental trade-off between undertaking a life-like task with a performance of familiar pieces and controlling all possible aspects of these interactions. Furthermore, having a musical context can provide a better representation of how performers act and how these effects manifest in an actual performance setting than using isolated performances such as tapping or pitch matching, although these provide more straightforward analyses.

Additionally, the long duration and challenging nature of the study and the cohort of singers recruited warranted the decision to provide an enjoyable and challenging activity for the participants; by using a comfortable and well-known piece, we hoped to reduce noise introduced by lack of familiarity. Sight-singing can be quite stressful for some singers who do not practice it as a specific skill, and even more so for participants who cannot read music, which was not a requirement of the study or a skill being selected for. In order to examine performance, we believe participants choosing their own piece to be an effective part of the method and hope that the evaluations used here can be useful for others wishing to include participant-selected stimuli in research.

Sample Size.

The small sample size should be noted in order to avoid making undue generalisations from these results. The 2x3x4 ANOVAs performed as planned analyses in this study were chosen during the planning stages in order to work with an anticipated small sample, given the constraints on participant recruitment and rather intense nature of the task; where larger sample sizes are available, other statistical tests may be more suitable. For instance, to more accurately determine the interaction between all of the factors at play, including BAIS, performer experience and background, condition, task, and complexity of the musical selection, mixed-effects regression and multiple regressions could be employed but these would require larger sample sizes.

A median split was used to divide the continuous BAIS scores into two groups for the between-group variable in a three-way ANOVA, providing a tractable and robust way to examine the different factors and interactions of interest. Although this method is statistically acceptable given that the predictors were found to be uncorrelated, it is possible that this introduced some generalisation and loss of statistical power by forcing participants into a “high” or “low” dichotomy (McClelland et al., 2015). In this study, none of the participants had a BAIS score lower than 4 and were all on the “high” end of the BAIS scale itself; therefore, this split effectively divides a group of people who are all reasonably able to produce and control auditory images. At the same time, it is important to note that the equality between the participants above and below the median in a median split is more likely to suppress the effect size and produce a conservative analysis (Iacobucci et al., 2015). Given that there are significant reactions between these two groups when using a median split, we would also anticipate observing this effect of BAIS on the ability to maintain consistency with AAF when using other measures such as multiple regression. It is therefore important to note that, with the small sample size, we intend for this work to provide the basis for future studies to examine the different facets of this work with larger sample sizes, for confirmation of the findings and validation of the previous work referenced here.
5.4. DISCUSSION

5.4.5 Future Study

This partially exploratory study supports existing knowledge on auditory imagery’s relationship to maintaining tonal references and suggests intriguing opportunities for better understanding its relationship to temporal maintenance.

To the best of our knowledge, there is currently no model being used to express the temporal drift of singers over time in unaccompanied singing in the way that is done for tonal reference. It would be worthwhile to determine how this drift in timing occurs normally, both for the study of accuracy in different conditions as well as for the study of performance dynamics in improvisation and choral settings. Further links and collaboration between SHLR and singing research will further help to determine how this compensation might work. For instance, DAF produces slower rates of singing; as noted by Pfordresher and Palmer (2002), operating at IOIs at binary subdivisions of the given delay might provide a way to compensate or work around what is heard in musical performance. It could be possible that, by slowing down, participants subconsciously reduced the discrepancy between expectation and actuality in this sensorimotor interaction loop. Future work might explore the trajectory of timing as it functions to create a more manageable delay, thus providing a way to model of temporal drift similar to tonal drift.

Expanding on tonal drift, it would be useful as well to compare the findings of this work with other appropriate measures of pitch error estimation used in previous studies. This might include the difference between expected and sung $f_0$ (Watts et al., 1994), absolute pitch relative to a tuning reference (Vurma and Ross, 2006), relative pitch interval accuracy (Dalla Bella and Berkowska, 2009), mean deviation from target pitch, and consistency in producing repeated pitch (Pfordresher et al., 2010). Because we are working with unaccompanied singing of longer musical passages, we considered that using TRD over other measures provides the most appropriate measure of internal representations of pitch reference, rather than a focus on each localised instance of pitch error. Other accuracy measures may reveal further details about tonal deviation, for instance in consistency of tuning.

In the same vein, it would be useful to develop the understanding of time-based auditory images and their reliance on both internal and external timekeeping. The link between auditory and kinaesthetic imagery is becoming more understood, and we hope that this research can provide the basis for specific study of this relationship; for instance, in the effect of employing different timekeeping methods, strengthening kinaesthetic imagery, and working with sensory-based perception of movement on timing accuracy. It would be particularly worthwhile to apply blended imagery models, such as the MMIA, in similar studies to test participants’ ability to create timing-specific auditory images as an indicator of imagery ability; this finding potentially offers a place for questions related to temporal elements of auditory imagery assessed with the BAIS questionnaire.

In further iterations of this study, it would be useful to include a condition that incorporates further sound masking using an additional noise source, as done in (Parrell and Niziolek, 2021; Pfordresher and Mantell, 2012). This would further ensure that the unaltered voice is masked while AAF stimuli are provided, although it would remain difficult to mask any bone conduction of the vocal sound in these conditions. Additionally, using just noticeable difference (JND) tasks would further help to contextualise the TRD and CV measures by providing further reference to where pitch and delay discrimination, as well as any additional noise stimuli, became perceptible to the participants. As well, additional tasks not related to AAF, such as pitch-matching, mental

3Although only TRD is discussed, we also performed analyses introduced with TRD in Dai et al. (2015), including calculated Mean Average Pitch Error (MAPE) and Mean Average Interval Error (MAIE) measures. MAPE and MAIE produce identical patterns of results. We believe TRD to be the most appropriate of the three for our exploration of tonal stability, as it represents the drift of a singer’s internal tonal centre.
transformations, and sensorimotor synchronisation tasks might be incorporated with respect to participant-selected pieces, to evaluate isolated actions within a known piece.

5.5 Conclusion

In this study, we examined the ability of musicians to maintain tonal and temporal accuracy while singing a familiar piece of music under combinations of AAF conditions and different forced audiation and voice distraction tasks.

We find that singers with greater auditory imagery ability on the BAIS are able to produce more consistent accuracy in performances across different conditions. High BAIS singers have similar TRD between their own control and AAF performances, while low BAIS singers have greater TRD in their AAF performances. This is significant when singers are presented with feedback pitch shifted a whole tone up. As well, in a forced audiation task where a voice distraction was also present, the high BAIS singers again had more consistent performance. Stronger imagery is therefore likely to provide a stronger reference for singers to call upon when confronted with AAF or required to audiate.

On the other hand, we find there are no significant interactions between BAIS score and temporal accuracy; both high and low BAIS singers were significantly affected by DAF, but surprisingly this resulted in less temporal deviation when compared to average control performances. This suggests other effects. Singers may not prioritise timing in unaccompanied singing until confronted with feedback which focuses on maintenance of a temporal centre. We believe these results support multi-modal imagery theories: the ability to maintain temporal reference and timing consistency is likely not a factor of auditory imagery alone, but rather an interaction with other factors, namely kinaesthetic imagery and body-based tactus. More investigation is necessary into the effects of multi-modal imagery ability on temporal deviation.

Finally, we find that auditory imagery ability did not correlate with formal training, but rather with more years of active performance experience. We hypothesise this may result from performance-driven learning to adapt to non-ideal listening conditions. This suggests that auditory imagery can be improved and trained through performance practice, providing future direction for music education.
Chapter 6

Understanding Vocal Perception

Metaphor-Based Communication of Sensory Experience

The next part of this research was focused on understanding more about how singers understand, describe, and perceive their own movements. Voice teachers rely on abstract metaphor to express information about unseen and intangible processes inside the body, for instance in the forms of abstract language and gesture, to convey their own understanding and sensations to the student, who is expected to translate this instruction into their own action and movement. An implicit assumption in metaphor use is that it requires grounding in a familiar concept, prominently seen in the popular Desktop Metaphor outlined in Chapter 3, Section 3.3.2. In human-to-human communication, however, abstract metaphors, without such grounding, are often used with great success. To understand when and why metaphors work, we present a case study of metaphor use in voice teaching. I worked with vocal teachers about their teaching, not only reflecting on how those teachers understand their own practice, but also how they adapt this knowledge for others. We see through this study the basis through which singers become acquainted with their bodies.

This study explored how metaphor is used and adapted from different teaching and performance experience and internalised in vocal practice. The metaphors examined focus on the training of fundamental physiological components of healthy singing, including posture, breathing, sound production, projection and vowel formation. We present a thematic analysis of metaphor use by 12 voice teachers. We found that metaphor works not because of strong grounding in the familiar, but because of its ambiguity and flexibility, allowing shared understanding between individual lived experiences. Our findings can be used as an analysis tool, for better understanding why metaphor works in HCI, as well as a design resource for thinking about metaphor use in new designs. As well, the study uncovered other interesting cases of metaphor use specific to the voice lesson; for instance, that the images used to teach directly mirror a physical movement or work against it, how technique is encouraged through distraction, and how metaphors can be used to help students focus on different sensations in their body.

Portions of this chapter have been published in:

6.1 Method

We conducted a series of interviews to explore how, in human-to-human communication in the voice lesson, information can be shared between individuals using metaphor-based communication and teaching strategies. We focus on beginner vocal technique in this study because lessons at an early stage in the singing career typically focus more on building a relationship with the body, physical movements, and behavior needed for healthy singing, rather than the nuances of any particular musical style. We are thus able to work with teachers in a mix of teaching environments and musical genres. The end goal of each teacher is largely the same: the student should have awareness of the movement of breath in and out of the body and the appropriate level of tension and resistance to pass air through the larynx and control the resulting sound. The teacher must therefore convey information about behavior for the student to recreate, negotiating their different lived experiences and physical bodies. This is done through metaphor.

Voice teachers were interviewed about the metaphors they use to teach vocal fundamentals to beginner students. We focused on beginner technique because lessons at an early stage in the singing career typically focus more on building the relationship with the body, physical movements, and behaviour needed for healthy singing, rather than the nuances of any particular musical style. We are thus able to work with teachers in a mix of teaching environments and musical genres. The vocal practices discussed in the interview build the foundation of all singing practice, regardless of style or genre, and included:

- **Supported breathing**
  Providing muscular support for air flow, using the lower abdominal muscles to breathe in a controlled way.

- **Posture**
  Aligning the body in such a way as to control tension and provide space for the breathing apparatus.

- **Sound production**
  Creating sound and changing pitch with the vocal folds and changing the tension in the laryngeal muscles.
• **Sound shaping**
  Using different resonant spaces with the soft tissues of the mouth and throat to change the quality of the sound.

Despite the variety of metaphorical language, gesture, and imagery used to teach these fundamentals, the end goal of the teacher is largely the same: the student should have awareness of the movement of breath in and out of the body and the appropriate level of tension and resistance to pass air through the larynx and control the resulting sound.

### 6.1.1 Materials
To investigate potential reasons *why* we use particular metaphors in describing our experiences, teachers' musical backgrounds and use of different methods of mental imagery were examined. We used a set of self-reporting questionnaires, including the Bucknell Auditory Imagery Scale (BAIS) for auditory imagery ability (Halpern, 2015), the Movement Imagery Questionnaire-3 (MIQ-3) for visual and kinetic imagery ability (Williams et al., 2012), and the Goldsmiths Musical Sophistication Index (Gold-MSI) to assess general musical experience and basic demographics (Müllensiefen et al., 2013, 2014). The aim was to determine if a particular kind of metaphor was preferred or used because a teacher had more aptitude for that mode of mental imagery (e.g., someone who is able to produce auditory images well might use auditory metaphor to explain their experience to someone else).

### 6.1.2 Participants
Twelve voice teachers (10 female, 2 male) participated in the study. The participants were recruited through my own musical groups and social media groups specifically focused on vocal education. The teachers were diverse in terms of personal background, teaching practice, and vocal genre. All of the participants currently teach in English but have a variety of national backgrounds, including the UK (3), USA (2), Greece (1), Sweden (1), Singapore (1), Austria (1), and three dual nationals: Portugal/UK, Hong Kong/Malaysia, and Italy/USA. The participants range in age from 25-72 years (M = 38.67, SD = 15.2). The general musical sophistication on the Gold-MSI of all the participants was well above the population average musicality of 81.58 (Müllensiefen et al., 2013), ranging from 107-151 (M = 125.9, SD = 12.75). The teachers work in a variety of styles, with an even split in the group between classical (art song, opera, choral singing) and contemporary vocal styles (theatre, pop).

### 6.1.3 Interview Procedure
The interviews were conducted virtually either on Zoom or Skype and were audio-video recorded. The teachers were interviewed about the metaphors they encountered as students and those they use in their own teaching. The interview consisted of three parts, beginning with a brief introduction to the teachers’ musical styles, lesson settings, and other background information. This was followed by a discussion of metaphors related to the aforementioned vocal fundamentals that they had experienced as students, and then discussion of their own teaching methods, including their thoughts on the role of metaphor in the voice lesson. The interview questions in detail can be found in Section B.1.
6.2 Analysis

The interviews were conducted virtually either on Zoom or Skype and were audio-video recorded. The interviews were transcribed down to the level of utterances and facial expressions. Physical hand gestures and body movements were also notated with the conversation text. Analysis consisted of a qualitative thematic analysis of the interview data to explore the metaphors used by the teachers. Further statistical analysis was performed to determine whether there were any significant differences in the teachers’ metaphor usage according to their vocal style and their imagery skills.

6.2.1 Imagery Modalities

The teachers referenced a variety of auditory, kinetic, and visual metaphors. In total, there were 54 auditory images referenced, 270 kinetic images, and 237 visual images. In order to determine if teachers used metaphors of a certain modality because they have higher aptitude for that modality, we used a Spearman’s ranked correlation test.

6.2.2 Thematic Analysis of Metaphors

The interviews were transcribed automatically using Otter\(^1\) and were manually corrected while adding additional information from the video capture, down to the level of utterances and facial expressions. Physical hand gestures and body movements were also notated with the conversation text. This was done manually for familiarisation with the data and acknowledgment of the multimodality of the metaphors (Trainor and Bundon, 2020). We used a reflexive inductive thematic analysis approach (Braun and Clarke, 2006, 2020b) to examine the metaphors the participants used in their teaching practices; that is, initial coding was done over a period of two months by myself, providing further insight and introspection within my own history of receiving voice lessons and working in vocal education. The analysis examined both vocalist explanations of metaphor and their use case and my own experience in these roles. The process first involved a look at the modality and method of delivery — how the teachers presented the information using imagery by creating imagery which extended tacit knowledge to imagine new sensations or by borrowing imagery from other lived experience. We then further iterated through the data to derive four main themes which outline how metaphor is used to communicate sensory-based experience more generally.

6.3 Results

We first examined general strategies for how auditory, visual, and kinaesthetic imagery were employed by voice teachers. I here outline the organisation of strategies to provide examples of the metaphors extracted from the interviews. Then, I present the results of the Spearman’s ranked correlation test, which examined possible links between teachers’ imagery ability and the kinds of metaphor used and the results of the thematic analysis that examined how the different metaphor strategies work in general.

6.3.1 Identified Imagery Strategies in the Voice Lesson

Twelve (12) general strategies of communicating sensory-based experiences using auditory, visual, and kinetic imagery, and their total counted observances (CO), were identified (Table 6.1). I would

\(^1\)otter.ai
like to note here that the use of a CO or similar is not an aspect of the reflexive thematic analysis and it is not necessary to provide quantitative data for thematic analysis; here, I use it to demonstrate the balance of metaphor modalities used by these particular teachers and because the count was later used to determine if there was any link between teacher imagery ability and metaphors used. This is not to suggest that one form is better or “more common” than another, as this thematic analysis deals with the specific group of individuals and their accounts. From this specific analysis, I will derive a more general picture in the Discussion.

There were found to be two major categories of metaphor, either *Creating Imagery* and new associations for unfamiliar sensory experiences, or *Borrowing Existing Imagery* which would have been formed from outside life. Teachers created new images or invoked new experiences for their students (e.g., having students create new sounds or try out new behaviours to reference later in performance) and also employed the use of non-singing based metaphorical references from outside life (e.g., utilising a non-musical action the student would be specifically familiar with to reference in performance). These metaphors co-opt the students’ existing mental imagery already formed outside the singing context for explanation of target sensory experiences. The resulting strategies were:

**Creating Imagery:**
- **Auditory Images:** Sound Quality, Practiced Familiarity
- **Kinetic Images:** Vocal Sensations, Physical Touch, Accompanying Gestures, and Alignment & Positioning
- **Visual Images:** Aesthetic Visuals, Observed Movement, Modelled Behaviour, Directional Metaphors, Body Shapes & Spaces

**Borrowing Existing Imagery:**
- **Metaphors from Other Life:** Heard Sounds, Felt Kinetics and Sensations, Seen Objects & Environments

### 6.3.2 Creating Vocal Imagery

The main way teachers communicate vocal technique is by using metaphors to build imagery around a task. This often uses the student’s tacit knowledge of their body by having them imagine scenarios they have not experienced before. For example, a teacher may ask a student to “Fill up your belly like a balloon.” (Pt 01), as a way of getting the student to become aware of the air movement into the lungs and the resistance in the diaphragm to draw in the air and control the “filling” of that space. In this case, the diaphragm and the belly do not fill with air, but this visualisation of expansion can help to bring attention to the lower abdomen and the breath. The image of a balloon as a reference to breathing and air movement in and out of the body is one of the most common metaphors in vocal pedagogy. Additionally, students may be asked to compare different actions to contrast different internal sensations. By having a student imagine a sound, action, or visual as they perform different tasks, the teacher is able to build an association between technique and a mental image.

**Auditory Images**

The teacher provides a sound reference or describes a desired *Sound Quality* for the student to recreate. This often involves using different exercises for *Practiced Familiarity*. Students learn to
### 6.3. RESULTS

<table>
<thead>
<tr>
<th>Strategy</th>
<th>CO</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Auditory Images</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sound Quality</td>
<td>14</td>
<td>Describes a sound quality or differences between sounds as students explore their range of action</td>
</tr>
<tr>
<td>Practiced Familiarity</td>
<td>21</td>
<td>Focuses on a specific sound or sound movement (e.g., interval distances, musical passages) to reference</td>
</tr>
<tr>
<td><strong>Vocal Sensations</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Kinetic Images</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical Touch</td>
<td>53</td>
<td>Uses touch on the body or the surrounding space to bring focus to a particular body part and its sensations</td>
</tr>
<tr>
<td>Accompanying Gestures</td>
<td>138</td>
<td>Uses an accompanying movement (e.g., hand gesture) is used to represent internal movement</td>
</tr>
<tr>
<td>Alignment &amp; Position</td>
<td>20</td>
<td>Uses the tension and relaxation feelings of different body positions or postures as a reference</td>
</tr>
<tr>
<td><strong>Visual Images</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aesthetic Visuals</td>
<td>23</td>
<td>Uses an aesthetic description, often inducing an emotional quality, to provide high-level reference</td>
</tr>
<tr>
<td>Observed Movement</td>
<td>130</td>
<td>Uses accompanying movement to externally visualise internal movement</td>
</tr>
<tr>
<td>Modelled Behaviour</td>
<td>12</td>
<td>Creates a visual template for reference, often with body positions and postures of the teacher</td>
</tr>
<tr>
<td>Directional Metaphors</td>
<td>19</td>
<td>Describes spatial orientation or movement within a space</td>
</tr>
<tr>
<td>Body Shapes &amp; Spaces</td>
<td>43</td>
<td>Uses visual references to shape and position parts of the body which are not able to easily be seen</td>
</tr>
<tr>
<td><strong>Borrowing Imagery</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heard Sounds</td>
<td>19</td>
<td>Uses a known sound reference, often not related to the target task (e.g., non-vocal sounds)</td>
</tr>
<tr>
<td>Felt Kinetics &amp; Sensations</td>
<td>31</td>
<td>Uses a known/experienced sensation from daily life, which is recreated or referenced in the target context</td>
</tr>
<tr>
<td>Seen Objects &amp; Environments</td>
<td>10</td>
<td>References a physical object or environment and asks the student to visualise it while completing a task</td>
</tr>
</tbody>
</table>

Table 6.1: An overview and description of the main strategies of metaphor used by the voice teachers, with counted observance (CO) for each strategy mentioned in the interviews.

Employ their voice in directed exercises so they are able to match to what they hear and reproduce different or specific sounds. This will allow students to associate different movements and resulting feelings inside their body with different sound expectations.

**Sound Quality.** The teacher describes the quality of sound the student should aim for and introduce a warm-up or exercises for the student to practice. The teacher will often have a student cycle through different timbres or vowels within an exercise so that they can hear the difference
between sounds. This is particularly useful in getting students acquainted with the sounds of their upper registers compared to lower notes. Some singers, especially those with lower voices, may have a markedly different sounding voice when singing high notes, so it is helpful to encourage students to learn the different sounds they are capable of making:

Pt 12: “When I get them wanting to go for a bigger sound... I get them to move between the two, going on an Aah sound, going like that and hearing those different things.”

Pt 11: “I do a lot of whooping Whoop whoop whoop! *a high whooping in the head voice, their hand comes up and makes small circular motions by the side of the head near the eyes*.”

**Practiced Familiarity.** The teacher focuses on the experience of specific repeated tasks, for instance to “train people’s ears to recognise triads, and intervals,” (Pt 17):

Pt 17: “I will copy lines from that song, and I will adapt the warm ups so that they’re actually singing the song when they’re warming up... bits of the song which might be challenging for them. And then after that, it’s easier for them when we actually go to the song bit of the lesson.”

Although these do not seem like metaphors, we view them as such because they extract the particular sensation which would be felt while singing (e.g., in the second example from Pt 11, the whooping would get the student to experience the sensation of using their head voice and lifting the soft palate) without directly discussing the technique or movement or working within context. These exercises provide references for unfamiliar sensations which should be experienced during healthy singing; by introducing them out of context, the teacher is able to provide an experience and association of that feeling with associations and identifications made during warm-up.

**Kinetic Images**

The teacher introduces new Vocal Sensations and movements to provide focus and familiarity for the student. These movements will be reproduced in singing practice; although “you can’t see what you’re doing in your voice, you have to feel it and remember it,” (Pt 17). The teacher may also use Physical Touch, Accompanying Gestures, and Alignment & Positions to focus on internal sensations or provide external references.

**Vocal Sensations.** The teacher will introduce a sensation to the student which is the same or similar to what the student should feel while singing.

Pt 17: “What you’re doing with a guitar, or a piano or a saxophone, it’s the same thing with, with learning your voice, is just that you can’t see what you’re doing in your voice, you have to feel it and remember it.”

Pt 01: “I kind of get them to sing a really low note, really high note and feel how loose the low note feels. How tight a high note can feel.” Pt 01: “I kind of get them to sing a really low note, really high note and feel how loose the low note feels. How tight a high note can feel. And then I get them to understand that if they’re doing a note the note really high, but their voice feels loose, they’re flat.”
Physical Touch. The student or teacher physically touches the body or surrounding objects to bring awareness. This can introduce new sensations of pressure, stretch, and pull, outside the body, utilising the sensitivity of the skin to help bring awareness to movement, even when the hands are eventually removed. This can help control the mouth, confirm the body is in correct posture, or to experience the breath.

Pt 01: “For breathing and understanding kinaesthetically, what’s happening, I put my hands literally at the back, like on my waist. And always check that this part of the body is moving.”

Pt 10: “…put their hand on the back of their neck *places hand flat on the back of their neck*. Okay, now, do this *they jut their chin and hyper-extend the neck forward.* How does the back of your neck feel? Oh, it’s hard. It’s tense. Exactly... We don’t want any tension which will go into our voice.”

Pt 24: “With your thumb or like here doing like these things *places the heel of their hand on their cheeks and pulls the face down* to like, try to force your jaw apart.”

Accompanying Gestures. Students are asked to perform external movements to accompany internal movement which might be more difficult to sense or understand as they how their body feels while singing. This uses the natural expression of the body, particularly the limbs, to provide an understandable sense of motion.

Pt 04: “To demonstrate a phrase and how it grows, develops and then it ebbs away... hold out the beginning phrase *holds their hands apart in front of their body* and pretend there’s bubble gum here *touches their right hand to their left palm* and then draw it... Like an elastic band.”

Pt 22: “Feel like you’re lighter, feel like you’re floating to the to the other side of this *their arm moves up and over, across their body*, don’t take a straight line float, over top of this. And try to you know, try to make sure you land softly.”

Alignment & Positions. Students practice postures and positions. These metaphors often have students play with the boundaries comfort by hyper-extending and then releasing tension back into a more natural and relaxed pose.

Pt 04: “You’re gonna pretend that there’s there’s a egg between your scapula *points to the centre between the shoulders* as well, your shoulders back and just keep that egg there *rolls their shoulders back and ducks their chin slightly*. Like squeeze it back *they move between a tensed squeezing of the shoulders and a relaxed position*.”

Pt 08: “...come up on our tippy toes, and then go back. And when our heels just almost come down, stay there... if someone would come poke at you, you would be steady.”

Pt 24: “The marionette is super useful... they can imagine like, ‘oh, like I do have a baby string coming up top of my head. It does make my like spine feel a little bit like more tall’.”
Visual Images

Visual metaphors often accompany other references provided in the voice lesson. Visual images can be abstract emotional Aesthetic Visuals or ones that focus on how the body should look through Observed Movement and Modelled Behaviour. Directional Metaphors and Body Shapes & Spaces also address movement of the vocal apparatus and produced sound through space and within the body.

Aesthetic Visuals. These metaphors are the most abstract and tend to invoke a visual image as well as an emotion. They are high-level representations of multiple other kinds of metaphor or can be used as cues to trigger different actions for the student.

Pt 10: “imagine there’s a huge cave with an underground lake, and this lake is perfectly still, so much that it looks like a mirror... and that’s in your chest.”

Pt 24: “Imagine that like, your sound is like sailing through like the clouds... like you’re on a plane just like *hands in a straight, forward motion*, the plane is sailing in a straight line forward easily going, like you’re already in in the air and you got it it’s up high.”

Observing Movement. Similar to Accompanying Gestures, the student is tasked with performing an accompanying action (e.g., a hand movement) which pair internal sensations with a visual reference.

Pt 08: “Having the sense of that airflow going *mimes a circular hand movement, drawing their arm out from their body*, like always going, even use your arm to make the, you know, to have a sense of direction *moves gesture bigger and out in one direction away from her body*, an ongoing thing.”

Pt 12: “I will get them to actually have their hands and step upwards and forwards *hands move up and out in a step-wise motion* not pushing, but having it so they’re going Yeah, yeah, yeah, yeah! *increasingly louder and more forward in the resonance as the hands step up*. To help that they’ve got to let that sound go up and go forwards.”

Modelled Behaviour. The teacher models a behaviour or shows an visual reference from another singer as a template, having the student recreate what they see in their own body.

Pt 01: “I show them pictures of Adele while she’s singing with her mouth super open, [you] could count her teeth.”

Pt 19: “…basically show them and make hand movements myself, I would stand upright myself, making hand movements, breathe in deep. And then show them the way and I’m supporting that by the right movements.”

Directional Metaphors. Directional metaphors depict spatial orientation or movement of the body or the voice within a space to help students visualise internal movement without seeing an external cue.

Pt 10: “Look at that poster in front of you pick, you know that person’s face or that hand and try and imagine all your sound is focusing on that once like a laser *hands move from the side of the face to converge together in front*”
Pt 17: “I like to talk about axes a lot, especially with my older students. So there’s the X, there’s the Y, and there’s the Z. And the Z is like how forward or backward it is... And generally, it seems to be that people don’t like to talk about this word ‘placement.’ So I just avoid that completely and I just talk about the Z axis, how front is it? How, like, swallowed, is it? And then Y would the pitch... and then with X, I talked about the different shapes like within your mouth when you’re producing different sounds different vowel sounds.”

**Body Shapes & Spaces.** Visual references are provided to describe parts of the body and their positions, again attempting to visualise internal movement.

Pt 10: “I asked them to imagine the shape of an umbrella handle *outlines an umbrella shape with their hand, straight up with the back and then the slight curve to the hand,* so the back of umbrellas, the back of the neck, and it has a slight curve, and then I sometimes do have them use the hand.”

Pt 24: “imagine they have a ping pong ball in their mouth *forms a small round shape in the palm, placed next to the mouth*.”

6.3.3 Borrowing Existing Imagery

The other frequently used type of metaphor teachers often use plays on students’ familiarity with other experiences in day-to-day life. Existing imagery is used to describe an aspect of vocal technique, connecting an existing association instead of creating a wholly new one to vocal practice. This is a common part of contemporary Estill voice method, but even teachers working within classical contexts include this as part of their lessons. Again, we can split these references into auditory *Heard Sounds*, Felt Kinetics & Sensations, and visually *Seen Objects & Environments*; all revolve around something which has likely been previously experienced by the student. The students’ existing non-vocal imagery is co-opted into the vocal space, rather than being created specifically with respect to singing.

**Heard Sounds.** The teacher uses particular non-vocal or completely non-musical sound. This can include sound descriptions, such as “twang,” (Pts 01 and 12) or sounding “reedy,” (Pt 24) comparing the voice to other instruments (a guitar or a woodwind instrument, respectively). Other descriptions come from the speaking voice or use character voices, mimicking different accents or using other familiar sounds, such as animal sounds:

Pt 10: “Speaking in a funny voice which uses this resonant space to become acquainted with the feeling: a ‘witch voice’ or ‘whiny voice’.”

Pt 11: “Yapping, whining. Lots of Yeeeowwww *vocalises a siren high in the head voice, like a cat’s yowl*, of treading on the cat’s tail, pull your cat’s whiskers, all sorts of brutality *laughs*.”

Pt 01: “It’s not like they’ve done singing for a long time, but they have been alive for a long time. So, the use of sounds, it’s not like singing sounds are like coming from some alien place...”
**Felt Kinetics & Sensations.** These references are aimed at getting the students to feel natural, making sure the students do not overthink their behaviour, and that they assume appropriate, comfortable positions.

Pt 08: “...Maybe we don’t need to think about the breath so much. Maybe it’s just happening.”

Pt 11: “I teach very much from a postural technique, not a ‘oh my God, I’ve got to think about how I’m standing.’ But again, trying to get people to be natural.”

Teachers help students become aware of different sensations which might be felt in other actions. Some of these imagined sensations can be quite visceral, with the teacher aiming to invoke a very specific or intense feeling to reference:

Pt 17: “When you start to yawn, the first few microseconds of your yawn is the optimum head dominant sound space. So, I get them to catch that feeling.”

Pt 01: “I tell them is try and to imagine someone is stepping on your foot, and you go, Oh!, because you do it. So, I kind of bring them into the situation, get them to do the reaction that would do the same, you know, in the same situation in real life.”

Pt 19: “We should imagine [we] were like seasick on the ship. And then we would go to the to a dock and open our mouth like that... So that was a funny image I had in mind. And that often comes to mind... to sing with an open mouth to project...”

**Seen Objects & Environments.** The teacher references a physical object or an environment to strengthen the sensory experience. This can also provide context to generate movement.

Pt 11: “...imagine that you see your best friend about to step in front of a car, you would make the noise HEY!... it would be free and it would be supported.”

Visualisation of a physical object can also be used to convey space or distance to the student, for instance to give reference to the space within the mouth needed for good resonance space:

Pt 10: “Imagine you’re Hnnng biting into an apple *mimes biting, exaggerated and with bared teeth...* it really gets that nasal resonance.”

Pt 04:“...you’re gonna hold out your hand, *extends their hand away from their body, puts one finger up as if it’s a candle* there’s a candle here, you’re gonna blow on it *takes a deep breath and mimics blowing out a candle*.”

### 6.3.4 Correlation of Imagery Modalities with Ability

In total, there were 54 auditory images used (19 borrowed from other life, 35 created in-context), 270 kinetic images (31 and 239, respectively), and 237 (10 and 227). A summary of the questionnaire results for self-assessment of the teachers’ imagery abilities is found in Table 6.2. Full questionnaire results for each participant can be found in Table B.1.

There were no significant correlations found between the teachers’ imagery abilities and the types of metaphor used (Table 6.3). This suggests that teachers did not use different metaphor modalities simply due to their ability to produce that modality mental image; rather, metaphors were chosen for other reasons, which became more apparent through thematic analysis.
6.4 Discussion

Wilson and Keil summarise the interaction singers have with their sensations as existing “outside the sphere of conscious thought” (Wilson and Keil, 1998), as in tacit knowledge. This is applicable beyond just singing interaction, and is likely the case with most of the actions we perform in day-to-day life (Dourish, 1980; Svanæs, 2013; Varela et al., 1991). The thematic analysis of the metaphors used by the voice teachers reveals a number of ways in which tacit knowledge is communicated. We see teachers’ perspectives of their own understanding of vocal fundamentals tied into how they would articulate this understanding to students. Metaphor functions because it utilises pre-linguistic and non domain-specific knowledge for communication. Through metaphor, we are able to explore and teach tacit knowledge and use ambiguity and flexibility in interpretation.

The examination of metaphors used by voice teachers in their lessons reveals why abstract metaphor is useful and necessary to communicate information, particularly about subjective em-

<table>
<thead>
<tr>
<th>Imagery Type</th>
<th>Scale Measure</th>
<th>S</th>
<th>ρ</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual</td>
<td>Internal Visual</td>
<td>179.06</td>
<td>.37</td>
<td>.23</td>
</tr>
<tr>
<td></td>
<td>External Visual</td>
<td>382.97</td>
<td>-.34</td>
<td>.28</td>
</tr>
<tr>
<td>Kinetic</td>
<td>Kinaesthetic</td>
<td>246.74</td>
<td>.14</td>
<td>.67</td>
</tr>
<tr>
<td>Auditory</td>
<td>Auditory Vividness</td>
<td>271.85</td>
<td>.05</td>
<td>.88</td>
</tr>
<tr>
<td></td>
<td>Auditory Control</td>
<td>215.25</td>
<td>.25</td>
<td>.44</td>
</tr>
</tbody>
</table>

Table 6.3: Spearman’s Ranked Correlation testing between participant imagery skill scores and the CO of different modality metaphors used. Rho (ρ) represents the strength of the correlation, while the p value represents the statistical significance of the result.

6.3.5 Thematic Analysis of Metaphors

Within the different metaphor strategies extracted, as defined above, we defined four major themes that capture how metaphor works to convey information on sensory-based experiences and transfer knowledge. Experiences are communicated through abstract metaphors by Requiring No Existing, Domain-Specific Knowledge, Working Independently of Language, Providing Ambiguity for Individuality, and Intentionally Limiting What is Communicated. The themes together describe a process of how metaphor is created and used to negotiate information between the lived experience of the teacher and student.
bodied experience. These themes together demonstrate how mutual understanding of subjective, sensory experience is shared between individuals and further inform ways in which information can be communicated between humans and technological agents.

6.4.1 Requiring No Existing, Domain-Specific Knowledge

Metaphor focused on experience outside of the specific context, using tacit knowledge independent of singing; the teacher does not assume the student would already understand the specific vocal practice and rather relies on existing relationships with the body. For instance Participant (P) 12 uses an abstract reference of imaginary “alien noses” on the lower abdomen to teach her students proper breathing: “...we talk about having a belt full of alien noses *her hands come around her abdomen* and when they’re breathing in, the breathing [comes in here]... we really want to get that connection.” The breath is obviously not drawn in through the abdomen, but this metaphor directs awareness for a sensation which is likely not familiar — the singer must learn attention to breathing and careful control of tension in the diaphragm muscle. By creating an abstract image of the breathing outside the stomach, one can become aware of the tension in and movement of the muscle. As in this case, metaphor can be created when there are limited experiences to pull from, providing an evocative (and in this case, also humorous) image to communicate information. Although it may be hard to imagine what a specialised and new skill like diaphragmatic breathing feels like, we can, through proprioceptive senses and tacit knowledge, imagine what it might feel like if our noses were on our stomachs (Svanæs, 2019; Svanaes and Solheim, 2016).

Other metaphor directly references previous experiences from real-life; for instance, P10 mentioned her own teacher had used a metaphor of smelling potpourri to elicit the same breathing behaviour. This reference, although open-ended and not specifically discussing any particular sensations, allowed P10 to concentrate on the feeling of this breath and what she described as a “buzz” in her sinuses. She was able to apply her tacit knowledge to explore this new feeling in her face, but she did not understand exactly why the metaphor worked so well, expressing surprise that she could instantly understand: “The first time my teacher said this. Oh, oh, my god. How do I feel it there? How does that work?” The metaphor was not explained by P10’s teacher, nor is it explained by P10 when she uses it in her own, present-day voice lessons. The metaphor requires little explanation because the student will already have the embodied knowledge and imagery intact from similar lived experience to make this connection.

For P10, the goal is to create awareness of existing bodily knowledge by focusing on these sensations. This focus then becomes rooted in imagery (Depraz et al., 2003; Kosslyn et al., 2001): “When you’re learning something new - first you want to make things very conscious. Then the next step is to automatise it.” This aspect of metaphor use is highly applicable and already acknowledged in somaesthetic practice and design, particularly in exercises which explore body perception through representations in other sensory modalities (Cochrane et al., 2022; Daudén Roquet and Sas, 2021; Núñez-Pacheco, 2021). This act of making things conscious implies that the awareness of the sensation already exists in some form, but that careful thought and introspective reflection are needed to bring it to the forefront (Höök et al., 2021). The attention on details of experience also allows smaller individual gestures to be pulled from larger, embodied action paths (Grouios, 1992; Hale, 1982, 1994). Focus on the experience helps us to understand the low-level movement and technique behind it (Höök, 2010).

The key benefit is that the metaphors require no existing knowledge of the task to work. None of the metaphors provided rely on understanding of particular concepts or even in a singular modality; in fact, while we might expect singers to heavily use metaphors based in auditory schema, auditory metaphors were barely used compared to visual and kinetic references. This indicates that metaphor
goes against the notion of domain-specific knowledge; there is no precursor to understanding the metaphors. With a focus on tacit knowledge of the body, the metaphor can be used within different lived experience. In both an educational and design context, metaphor is a way of leveling the existing knowledge of the different parties in order to communicate. This is beneficial for example in design, which is never a truly solo activity; when working with stakeholders, other team members, or potential users with varying background, metaphor is useful in that it does not require a pre-existing understanding. The designer is not in a privileged position when sharing design and its process through metaphor. Consolidating knowledge into a generalised and non-precise communication allows for different perspectives to be understood on a level playing field.

6.4.2 Working Independently of Language

Another critical consideration is in the understanding that metaphor is not believed to be rooted in language, but rather in the body (Gibbs et al., 2004). While metaphor may be expressed often through language (e.g., linguistic metaphor), the underlying schema is rooted in understanding of the body (Lakoff, 1993). Cross-cultural examination of metaphor suggests that patterns of metaphorical understanding are common across languages and that the power of the underlying schema is rooted in embodiment, creating some mutual understanding across human backgrounds (Gibbs et al., 2004). Although all of the voice teachers interviewed instruct primarily in English, the majority of the teachers in this study are dual- or even trilingual. With the understanding that some teachers may use or were taught with metaphors expressed in other languages as students, the interview prompted teachers to provide details on how the metaphor might be expressed in the original language. None of the teachers provided metaphors in another language; when asked about their own vocal training in other languages, the responses were along the lines of “Well, I guess it’s the same [in the native language],” (P1). P10 elaborated further “I know how it feels for me when I do this, so I just express that feeling in English.”

This directly demonstrates how tacit knowledge can supersede language; although our communication is often expressed through language, the understanding is rooted somewhere in a wordless knowledge of the body. In a design space, this highlights how metaphor can assist understanding between individuals. The language is less important than the underlying information. To use another metaphor, the map is not the terrain: Metaphor is not the experience itself, but rather a tool for articulating and representing that experience in an understandable way. This of course can take the form of language, but representations through other modalities might also be applicable and there are multiple formats which can be used to reach the same end information (Beaudouin-Lafon et al., 2001b; Voorhorst et al., 2000). This also highlights the importance of wordless characterisation of experience in tools such as body mapping. With the internalised awareness of our experience, it is possible for us to divulge details in color, shape, texture, and other non-linguistic based communication (Cochrane et al., 2022). It is therefore advantageous to pay attention to these unifying, cross-cultural schema when we find them; by providing wordless modalities of expression, we open understanding to other humans. This enables us to communicate experience without the need to find the perfect, specific vocabulary, or explain nuanced details.

6.4.3 Providing Ambiguity for Individuality

The use of non-precise communication provides a way of sharing experience. Metaphor relies heavily on the ambiguity of the references, which are intentionally vague or not explained. Ambiguity is used to benefit the student’s mapping to inherent knowledge of their body and outside experiences to new tasks. Metaphors are not concepts; rather, the underlying schema are mapped to new information
and feedback. The teachers do not aim to describe, but rather to approximate sensations based on their own understanding. Often, these metaphors are open-ended and allow the student to interpret them with minimal guidance. Because metaphors do not have meaning in themselves, but rather convey meaning, there is no singular perfect metaphor to use when describing a sensation or experience. Desktop Metaphor aimed to mimic real-world objects to allow office workers to apply their knowledge to computers; however, the Save icon remains a floppy disk, with many computer users having grown up in the time after its existence. This prompted a well-known joke about someone having “3D-printed the ‘Save’ icon” when seeing one in real-life for the first time (Farokhmanesh, 2017) and also suggests that metaphor works not because it represents something physical, but rather that meaning can be interpreted based on use and lived experience.

This is consistent from a phenomenological or hermeneutic perspective. Different teachers, experiencing movement in their individual bodies and with different backgrounds, will all have different perception of performing the same task (Dourish, 1980; Lakoff and Johnson, 1999; Thompson and Varela, 2001). The understanding of own experiences comes from teachers’ lived experience and first-person reflection (Höök, 2010; Höök et al., 2018; Neustaedter and Sengers, 2012). Ambiguity in the metaphors provides a means for translation of this understanding to their students. For instance, P4, P5, P11, and P12 all use the word “spinning,” paired with a circular hand movement to represent movement of the air continuously out of the body over a period of time. The idea of spinning air is not particularly nuanced in its description, but this is a popular metaphor in reference to airflow. I have also heard this term a number of times in my own voice lessons as a student. The lack of detail means that students can apply their own interpretations to match the sensations they experience while performing breathing exercises. All metaphors by definition have this characteristic of subjectivity, similar to the resulting sensory experience.

Using tacit knowledge, this ambiguity becomes personally applicable. Instead of directing a student on what a sensory experience should consist of, the teacher uses the metaphor to induce relevant sensations in their students (Larssen et al., 2007). For instance, the use of the “marionette,” or the “puppet on a string” as a metaphor for posturing is used by P4, P10, P12, P22, and P24. By providing this metaphor, the teacher can help the student to bring awareness to the posture starting from the head down. Although not having experienced the sensation first-hand, the imagination of the lifting of the neck, back, and arms is possible through tacit knowledge. The student is then free to interpret their own sensations of lengthening the spine and aligning their neck, without any other prompting or explanations from the teacher. In this way, the teacher can cause a sensorimotor reaction for the student without needing to verbally describe their own specific internal sensations of alignment. The metaphor is connected with the sensory feedback and becomes a way for the student to understand the new experience.

Ambiguity in this communication, as in design, allows for personal investment and relationships with our interactions (Gaver et al., 2003). We must allow the learner or user to internalise information in their own sensory language by finding balance between describing, showing, and guiding through metaphor. The material taught in the lesson is shaped by the individual and becomes a part of self-understanding (Wakkary et al., 2018). Rather than creating a one-sensation-fits-all model or forcing a sensation from their own perspective, teachers understand that metaphors must be adapted if they do not work effectively. For instance, P4 works as an Estill Master Trainer — Estill voice theory relies heavily on body sensation, incorporation of sensory experience from other life, and kinetic representation of vocal technique. As well, this teacher was quite passionate about their use of kinetic metaphors and representation during the interview process: “And for me, you know, this like ‘sing more or think more blue, think more orange.’ It never worked for me. I was like, What is he saying? What does it mean?... You need to practice the sensations and connect them to the physiology...”. Although the kinetic sensations are the focus of and compose most of the
specific pedagogy she uses, she further elaborated that she takes cues off her students and tailors the metaphor around their understanding. When working with students who have difficulty using kinetic representations or are not used to maintaining attention to physical sensations, she will switch to other references provided by the student and negotiate between the two: “If singing on a pink fluffy cloud does it for you and is your metaphor to trigger you into that [behaviour] every time? Do it.” She uses other trigger words from the students’ own recounting of a behaviour, like “tuck” for posture alignment, to reference the process back to the student in their own words and then reconnecting it to new kinetic sensations in her own pedagogy. There can be no single-user approach to sensation or communication of experience (Spiel, 2021). By taking into consideration the modality in which we represent these interactions, how people relate to their environment and their body, and how this is impacted by past experience and other societal factors, the student or user ideally will be able to come to their own interpretation, rooted in their own internal awareness of their body.

P17 describes that “It’s a feeling that they can hold on to, and they can return to [it] and they know how to return to [it]... you know where to go to get to that that place... to record this feeling by using your your eyes and using your sense of touch.” We may not have a detailed, verbal way of explaining what we do, but we know how to get there, what it feels like, and how to return to it later through recall of the mental images we form in interaction. As in the case of P10 and their potpourri, the sensation came without understanding why. We see many cases of teachers not exactly understanding why a metaphor works but knowing that it does through the awareness of a sensation. Understanding the differences in individual perception to metaphor can lead to increased communication during design. As done in body mapping and other somatic practices, the study of our reaction to another person’s sensory experience can reveal nuances of our own interaction (Núñez-Pacheco and Loke, 2020). Ambiguity could also be used as a tool for discussing meaning in HCI (Gaver et al., 2003) to evoke a variety of perspectives and understanding between individuals in the design process. Through use of ambiguity, we can not only transfer knowledge between different understandings, but create personal connection to this knowledge rooted in individual bodies.

### 6.4.4 Intentionally Limiting What is Communicated

We see that information is conveyed by making conscious decisions on what components are necessary to create understanding and what should be deliberately withheld to avoid confusion. The vast majority of voice teachers do not have explicit anatomical knowledge about how their body works (Callaghan, 1998). In fact, many teachers do not desire to have more knowledge of voice physiology or teach it to students (Jestley, 2011), seeing it as a distraction and “information overload” (P10) for most students. During the interview, the final question asked teachers whether they felt it was more beneficial to use explicit information or stay strictly in the metaphorical domain, or some combination of both. None of the teachers felt that physiology should be taught to students; although a few (3 out of the 12) had researched it themselves, they all felt the teacher’s responsibility to convey the information to the student in a metaphor-based and sensory-focused way, aiming for function within the body itself and providing a way to understand technical terminology through images (Wilson and Keil, 1998). P11 stated that there must be some degree of trust in what we feel: “The body knows how to do this!...” The body knows best, and we do not need to know how everything works anatomically to understand how it should feel. P5 commented that I think we we do run the risk of saying too much... you spend most of your time trying to dampen it down, [to] get students to not work so hard on trying to understand it all. Just function better.

We see here that teachers make conscious decisions on what information is necessary in communication. Vocal pedagogy existed before any refined understanding of anatomy and many accomplished singers have no understanding of the physiological processes of creating sound. It is important that
we as HCI researchers and designers acknowledge this as well; decisions must be made about what level of understanding is necessary. As well, we do run the risk of over-engineering systems and providing too many details to the end user. In many cases, understanding and association of action and result can be achieved without fully explaining the interaction. To some degree, we must trust the body and the interpretation of others. When we are able to focus on language which conveys only what is necessary, we can provide clear interaction paradigms which do not aim to explain or describe, but rather to guide another individual to an understanding contextualised for their own perception.

6.5 A Model of Metaphor-Based Communication

The examination of metaphors used by voice teachers in their lessons reveals why abstract metaphor is useful and necessary to communicate information, particularly about subjective embodied experience. The results of our thematic analysis demonstrate how mutual understanding of subjective, sensory experience is shared between individuals and further inform ways in which information can be communicated between humans and technological agents. Based on these facets of metaphor learned from the voice teachers, we propose a refined look at how metaphor is negotiated between two human agents:

Metaphor negotiates information between a communicating agent and a receiving agent using an abstract reference. The communicating agent (e.g., a teacher or designer) encodes information into metaphor, based on their lived experience. The metaphor is then decoded and internalised by the receiving agent (e.g., a student or end-user) into their own lived experience. This process is flexible, iterative, and manipulated by both parties.

The flexible, iterative nature of this model distinguishes it from our traditional views of metaphor in HCI. See also the visual representation in Figure 6.2.

Figure 6.2: A model of metaphor communication, derived from this study, demonstrating how metaphor negotiates information between individual lived experiences. The larger bubbles represent the lived experience of the communicating agent (left, pink) and the receiving agent (right, blue). Metaphor is represented by the arrows, which unite elements of lived experience in mutual understanding by the two parties.

In human-to-human communication, information is modulated between both the communicating and receiving agents; both teacher and student must adapt and revise the metaphor together to achieve mutual understanding. Although the responsibility of the adaptation is perhaps more on the communicating agent — the teacher, in this case — they are able to provide flexibility and
update their reference to reach shared understanding. The metaphor is grounded in pre-linguistic
tact knowledge and leverages ambiguity to help the decoding of the reference. In fact, we see the
metaphors themselves are very specific, providing evocative references, while being unrelated to the
task at hand. The metaphors convey information by relying on embodied experience without the
need for domain-specific knowledge or specific linguistic representations; rather, the communicating
agent (e.g., a teacher or a designer) focuses communicating core components and uses ambiguity in
the reference to translate their refined knowledge of the mechanics into the basis of shared knowledge
and individual lived experience. This allows the communicating agent to provide a reference which
can be understood by the receiving agent, who can further refine its exact meaning within their
own understanding. The communicating agent does not assume the interpretation will be the same,
foisting on flexible presentation of only what is essential to achieve understanding between the two’s
lived experiences.

Human agents can together adapt and revise this model, with the metaphor acting as a conduit
for exchanging knowledge. Currently, technological communicating agents struggle to produce this
flexibility and reactivity, using non-dynamic references and hard-coded metaphor. These are dic-
tated by the designer, who must make a decision on the “best” way to convey this information. The
onus is on the receiving agent to interpret and decode this reference appropriately. This means the
computer’s expression is, in some way, assumed as “truth” that the user should know. Compara-
tively, as seen with the adaptation of metaphor by P4 in Section 6.4.3, the onus is rather on the
communicating agent to put together the receiving agent’s understanding and come up with cues
and references which function well. Although objective information might be communicated effec-
tively, as seen in icons and Desktop Metaphor, subjective information is lost in assuming individual
experience will lead to the same interpretation. Rigid conceptual metaphors have a limitation in
how far the concept can be taken (Smith et al., 1985). Data represented in this way might fall into
some of the pitfalls of the Quantified Self paradigm, leading human receiving agents to misinterpret
aspects about themselves or allow the technological communicating agent to overgeneralise their
experience (Prpa et al., 2020).

6.5.1 Expanding the Concept of Metaphor in HCI

If we think of metaphor in its contemporary sense as a flexible mapping of information between
one modality and another, we can explore a variety of applications in a new light. Metaphor
works not because it is a depiction of reality, but because of lived experience. This leads to an interesting challenge in HCI; while being ambiguous, we must also specifically appeal to individual lived experience. Traditional models of human input of parameter space resulting in machine output as calculation and “truth” are changing rapidly. In cases of sensory experience, we no longer assume there is a ground truth between different bodies. As well, technological agency means that the designer may not always be dictating the metaphor or information communication. We see as well a switch in the roles of human and technology agents in metaphor communication, for instance in the growing popularity of generative art through tools like Dall-E and Midjourney. In these cases, AI must interpret often abstract and ambiguous human input in a non-objective way and come up with a similarly ambiguous result. This, vocal pedagogy metaphor, is a bi-directional and iterative interaction wherein the abstract representation is exchanged and updated until the computer and human agree on the result.

Existing practices such as body mapping also depict metaphor’s role in helping us to understand aspects of subjective experience. The next step is in conveying this information in a relatable way. Metaphor can be used to explore this negotiation of mutual understanding. This has been the focus of recent work in sensory translation (Tholander et al., 2008; Wirfs-Brock et al., 2022) and data narratives. For instance, research has focused on how audiences can be supported in learning and responding to data in expressed in narrative sonification (Wirfs-Brock et al., 2021) and visualisation (Dove and Jones, 2012), which act as metaphor to express data. Material experiences have focused on similar interactions, for instance between Friske et al.’s “maker” and “interpreter” in interpreting and re-making personal data (Friske et al., 2020); this dynamic might be thought of as a specific instance of physical and sonic materials as metaphor, being used to negotiate understanding between the maker as the communicating agent and the interpreter as the receiving agent. This practice further fits into this revised model of metaphor, allowing narratives based in individual experiences to entangle and co-exist. Taking additional steps to focus on conceptual mappings and using ambiguity and non-domain specific knowledge, as done by the teachers here, can potentially increase understanding in these instances.

With this model, we can return to address our understanding of metaphor in HCI. The proposed model answers the why components of the functionality of contemporary metaphors, as outlined by Lakoff and Johnson and Barr et al. In line with the existing taxonomy, we can address strategies to create and evaluate metaphor in HCI, regardless of their specific type. This model also provides a missing connection to several existing taxonomies of metaphor; although we do not endeavor to explore or unify the existing classifications of metaphor and theories about their categorisation, our contribution to this space is a general model of the functionality of metaphor and how information transfer for metaphor as a whole. Together, the research space then outlines what constitutes a metaphor and the kinds of metaphor entailments and mappings that can be used, and now also how and why metaphors are able to provide these connections.

In terms of practical implementation, this model aligns well with other existing taxonomies of data representation and helps to describe some strategies suggested for creating metaphors in design. In their models of data visualisation, Zhao and Vande Moere include three key components for implementation: 1) the metaphor must be easy to identify, 2) the metaphor must have both ‘motor’ and ‘cultural’ affordance which provides structure for interaction, and 3) the metaphor must be intuitive and function without prior training (Zhao and Moere, 2008). Our proposed model of metaphor-based information transfer captures these components as they function together: the metaphor should not require any pre-existing domain-specific knowledge because the schema it relies on exist already in embodied understanding, shaped by cultural and functional experience from other instances in life. Our model of metaphor-based information transfer also aligns with Nesbitt’s MS-Taxonomy, demonstrating that there are shared mapping characteristics independent
6.5. A MODEL OF METAPHOR-BASED COMMUNICATION

of modality (Nesbitt, 2006); being based on cognitive schema, the resulting metaphor can be adapted and reused, and indeed re-articulated through different modalities as needed for communication between agents with different lived experience.

6.5.2 Operationalising Metaphor in Design

We wish to invite designers and researchers to take a step back and re-evaluate what we believe to know about metaphor. In doing so, we provide a theoretical contribution (Whetten, 1989) by updating the accepted relationship between agents and metaphors (c.f., (Whetten, 1989)), and by suggesting that Metaphor is a continuous, mutually iterative, and reflective process, rather than a unidirectional and discrete phenomena, as suggested, for example, by Dunbar-Wells in the vocal pedagogy context (Dunbar-Wells, 1997).

Evaluating communication strategies in traditional interfaces

These updated, evolving relationships between agents and metaphor in the proposed model can help us think about metaphor use in traditional HCI. To highlight this, let us reflect back on the development of Android phones and the idea of 3D naturalistic desktop interfaces: Both emerged in the mid to late 2000s, and, while Android phones are still with us, the idea of a 3D virtual desktop operating system appears somewhat absurd from today’s point of view. Focusing only on the use of metaphor, this might be surprising, as the 3D desktop is a direct continuation of an existing, successful metaphor with a clear, easy-to-understand analogy (Agarawala and Balakrishnan, 2006; Chapuis and Roussel, 2005). Android phones, on the other hand, do not use such a clear metaphor; in fact, over the multiple iterations of the Android software, the metaphors used have often radically changed (Amadeo, 2016).

Both observations can be explained with our model. For example, 3D and physics-based desktop systems attempted to improve interaction by adding naturalistic detail (Figure 6.3a) and leveraging specific knowledge of the world, such as the behavior of stacks of documents (Figure 6.3b and c). As we have shown, this added fidelity and incorporation of domain specific knowledge is not necessarily something that improves the usage of metaphor. By removing the ambiguity of less naturalistic implementations present in desktop methods, the ambiguity required for individual sense-making is lost. Therefore, looking at the usage of metaphor alone, our model suggests why these trends did not catch on.
Looking at the Android UI — for instance, the metaphor for accessing the app drawer — we see that, over time, it has used a physical button (Figure 6.3d), a literal drawer metaphor requiring sliding to open (Figure 6.3e), a virtual button visualised as an iconic representation of the app drawer (Figure 6.3f), or no visual metaphor at all (Figure 6.3g). Without further reflection, such inconsistent metaphors might appear problematic. However, our proposed model suggests that a metaphor’s content is secondary to its function of fostering mutual understanding. Designers are free to adapt the metaphor for accessing the app drawer as the underlying understanding (the existence of an app drawer that can be accessed from the home screen) is never disrupted. This same underlying understanding makes it effortless for users to adapt to changing metaphors as Android versions change. This example also highlights that the iterative process described in the proposed model can exist on multiple time-scales, in this case spanning more than a decade.

Evaluating design probes with a metaphor-based communication model

In addition to re-examining the design process and metaphor communication, this model helps to understand existing designs. We believe this model will be especially beneficial to those focused on subjective experience and sensory-emotional communication. Designers and researchers may find it helpful to apply this new model of metaphor-based communication when examining such probes and the design process:

Howell et al.’s Heart Sounds Bench allows people to sit together and, with the help of stethoscopes connected to the inside of the bench, listen to the sound of their heartbeats (Figure 6.4). Their unfiltered and noisy heartbeat sounds can be heard by the others sitting on and around the bench, an auditory metaphor of the heartbeat representing life and connection between people (Howell et al., 2019).

Aligned with our model of metaphor communication, we see how the sonification relies on embodied experience: the visceral discomfort that can arise when hearing one’s own heart beat and vulnerability in sharing an intimate source of data with others. As well, there are cultural and emotional components — love, excitement, nervousness — associated with heartbeat sounds. The sonification works independently of language, relying on conceptual understanding of the heartbeat as a source of life energy, and communicates core components while limiting unnecessary detail. Other aspects of the heartbeat, such as its rate, might have provided objective information about someone on the bench; rather, the sonification uses intentional ambiguity to enable individual sense-making of that person and their emotional state.

Such designs are successful at communicating subjective experience about the self and soma. In this very brief examination, we have outlined how aspects of the design might be using metaphorical affordances to convey the goals of the designers. Often, decisions made in design are made based on implicit understanding and feeling; using this model in Research through Design practice helps examine these communication practices and underpin their substance and the why in interaction approaches. In this way, this model helps to provide a language for describing communication strategies and how information is negotiated between agents. Approaches and underlying schema and concepts can then be identified and abstracted beyond their individual instances for use by other designers. The model as used here provides a tool to investigate strong concepts within intermediate-level knowledge (Höök and Löwgren, 2012). Future work examining data representation strategies and how they evolve over the design process will likely add to the basis of strong concepts which can be used by other designers. Focus on the interactive aspects of designs and why designs effectively communicate can help to further ground the specifics of individual experience, knowledge, and understanding within higher level theory of communication.
6.5.3 When Metaphorical Communication Fails

If metaphor works by evoking a sensation, there must be instances where the representation does not work in the way it should, which should also be discussed before concluding this chapter. There is a risk that the personal experience is not compatible with the representation or that the metaphor is too subjective to be relatable. We see that there is no significant correlation between the modality of metaphors used and the imagery skills of the teachers. In fact, some of the opposite is seen; for example, Pt 4’s self-assessed kinetic imagery score was the lowest of the group, under the midpoint of the imagery scale, at 3.25, suggesting that they may not be able to use kinetic imagery easily (or at least may not feel they are able to use it easily enough to self-assess a high skill level). This particular teacher is a well-known contemporary teacher and a certified Estill Master Trainer. Estill voice theory relies heavily on body sensation, incorporation of sensory experience from other life, and kinetic representation of vocal technique. As well, this teacher was quite passionate about their use of kinetic metaphors and representation during the interview process:

And for me, you know, this like ‘sing more, think more blue, think more orange.’ It never worked for me. I was like, What is he saying? What does it mean?... You need to practice the sensations and connect them to the physiology... because metaphor is one thing, but then like, really going in, a feeling can also like, facilitate a different certain, you know, technical thing.”

In this participant, we see a common thread that may explain more of the emotional side of the experiential human interaction on which metaphor and abstract language rely and the context in which these representations exist: teachers will use imagery which aligns more closely with their personal beliefs and feelings. This particular teacher had, as a student, wanted to know more about their body in a logical explanation, but instead was offered very abstract visual representations, such as the colour metaphors described above. The translation from the teacher’s abstract visual metaphor (color descriptions of sound timbre are quite common Aesthetic Visuals) did not elicit the appropriate kind of response or create an understanding for Pt 4, which caused a great deal of frustration. Although this participant wanted more concrete, literal explanations of what was going on, their teacher continued to attempt what seems to be a largely visual approach:

“Definitely no physiology. Which I have now like, Why didn’t anyone tell me?... I’ve realised maybe later that I learned, I wanted to know what’s going on. That’s how I am, you know... I want to know, what is what are we trying to do? It’s so much easier for me to get what it is. No, it was only like, either them trying to show me or, you know, telling me ‘a little bit more this, a little bit more that’.”

It is unclear where the misunderstanding happened—these kinds of very abstract metaphor are often highly misunderstood in vocal pedagogy and are a great source of debate against using metaphor at all in teaching (Miller, 1996, 1998a). What is apparent is that the teacher reacted to this misunderstanding by completely devoting themselves to learning and teaching in a kinetic sense. There is an enormous deal of frustration discussed by the teachers about metaphors they were unable to understand as students. We assume that, within our own bodies, we should be able to understand and control them the way that we want. This is often a point of frustration in learning any new skill: we can imagine doing something but can’t seem to quite get it at first, at least not until we learn the sensations and connect them to our movement and behaviour (Höök, 2010).

There are other strong negative feelings besides frustration for students when there is misunderstanding and misinterpretation of one’s own body. Nine out of the 12 teachers (Pts 01, 05, 08, 10, 11, 17, 18, 22, and 24) at some point during the interview described a negative experience they had
with a voice teacher. The participants describe being tense, worried, and even scared of their own
teachers or their lesson environment. The experiences were remembered in detail years later—this
was true even for Participant 22, who still remembered the confusion and the feeling of fighting
against their own body some 50 years later. The voice is a very intimate interaction tool between
a singer and their own body, one which is also a large part of personal identity (O’Bryan, 2015).
When a student finds it difficult to understand or relate to their own sensations based on what their
teachers tell them during the lesson, this can result in frustration. We see that the teachers use their
own experiences of negative feelings to make decisions about the way they teach:

Pt 10: “I think singing is different from any other musical instrument, because it’s,
you’re exposed in a way you’re not exposed when you’re playing an instrument, you have
nothing to hide behind.”

Pt 11: “After the first session with him, I thought, oh my god, you know, I’m, I’m going
to have to stop teaching. You know, I’ve got to get come to grips with this... when I
came home and cried. But within three weeks of that my whole technique had changed.
It was it was phenomenal. And I had better breath and far less tension... And that is
how I teach now.”

6.5.4 When Subjectivity & Individuality are Ignored

Beyond the emotional negatives of metaphors which fail to translate, there is potential bodily harm
in the attempt to force a sensation or experience. Despite singing being a largely sound-focused
practice, there is a very large disparity between the types of imagery used by the teachers in this
study: compared with 270 kinetic-based images and 237 visual-based images, there were only 54
auditory metaphors provided. Although descriptions of sound qualities and creating aural familiarity
are helpful in sound production, they are not as prominent in the teaching of vocal fundamentals as
visual and kinetic metaphors. This may be largely explained by the general purpose of the of the
non-auditory metaphors in externalising internal movement and sensations. Auditory images may
be more difficult for a teacher to convey as they usually require an external reference to be given first
in the example of a sound source. Sometimes, teachers have students experiment with the sounds
they are capable of creating. This creates action-sound associations and allows students to develop
auditory and kinetic imagery to produce a sound. Beyond this, the auditory metaphors lean too
heavily into mimicry or modelling behaviour, which diminishes the body’s role in vocalisation and
multi-modal interaction in favour of aural interaction (Eidsheim, 2015, 2017). It is possible that the
group of teachers did not list many auditory references because voice pedagogy as a whole is moving
away from sound modelling due to the risk of physical harm to the student.

Sound modelling often sees teachers asking students to recreate their own tonal qualities or
volume, or that of other notable vocalists. There is an obvious problem in this as a teaching
method: teachers are often older and more experienced, with fully formed vocal musculature. Often,
teachers are a different sex from their students, meaning their interaction with their vocal physiology
is completely different. By asking students to recreate a sound from a body which is different
from their own, the risk for damage to the body, especially the vocal folds, is extremely increased.
Pushing students to perform in ways which are not healthy or not physiologically possible can lead to
permanent damage — something that many of the teachers interviewed had experienced firsthand:

Pt 01: “My partner had like had polyps because of this, because of a teacher saying,
‘push, push, push push’... a girl in my master’s program, she had scarring because of
this.”
Pt 05: “I had to unlearn everything you taught me, unlearn all of that. Because I modelled my voice. And of course, now I experienced that with my students as elitism.”

Pt 24: “Adult voices don’t really settle until ages 25 to 30... I feel like college programs kind of expect your voice to be ready at age like 19.”

The comment from Pt 05 (also mentioned in the interview very similarly by Pt 10) regarding elitism in sound modelling describes a common problem in interaction in general: there is an expectation that everyone will be able to interact and react in the same way or achieve some kind of “ideal” result from this interaction (Spiel, 2021). This ideal voice quality, particularly in opera and in musical theatre, is often extremely Eurocentric:

Pt 05: “When they come to me and they say, I want to sound [like this]... it’s really quite a dangerous fixation for students, young students that are impressionable... Who are you modeling your sound on? What have you got in your head? Is it useful? Or is it you modeling on something that’s not useful? For example, you know, if you’re a black [female] singer, and you’re listening to the voice in your head that has been taught from a white male voice, is that helpful to you?”

This aspiration to sound like someone else leads many young singers to attempt to sing in ranges outside what their bodies will allow, push or strain to achieve greater volume at pitches where their voice is weaker, and lead many singers to quit their practice because they do not have an “ideal” voice for the style. The voice is a unique part of individual physiology, and there can be no universal interaction paradigm. When bodies are involved, we must assume that the sensory experience is different for each person. The interviews reveal that the voice teachers are very passionate about moving away from these practice, which may explain why there is a marked difference in the number of auditory references given compared to visual and kinetic metaphors. As the latter two modalities require the teacher to summarise or approximate their sensations, it is not expected for students to recreate the teacher’s experience; rather, metaphors allow for the information to become internalised within the individual body.

6.6 Conclusion

We present a study of metaphor as it is used to negotiate understanding between communicating and receiving agents — specifically, voice teachers and their students in the context of the voice lesson. From this work with voice teachers, we see how vocal pedagogy has evolved to teach about a practice and experience which goes beyond linguistic-based understanding. Singing requires us to use parts of our body which we largely do not see or understand except through internal sensations and our tacit knowledge of our body. However, by using existing relationships and experiences from other life, voice teachers are able to elicit imagery and sensory experiences for their students.

We present an overview of strategies for metaphorical communication in the voice lesson as well as a thematic analysis to demonstrate that metaphor functions not because of its grounding in reality, but rather in embodied experience. Due to its flexibility, ambiguity, and non-domain specific context, metaphor is able to unite individual lived experience. Based on these findings, we demonstrate a model of metaphor which addresses the history of HCI metaphors and brings them into modern HCI perspectives of individuality and plurality of experience. Through this model, we demonstrate why metaphor works and how its role in human-to-human interaction can inform better communication and understanding between human and technological agents.
Chapter 7

Surface Electromyography for Vocal Interaction

*Externalising the Movement of the Laryngeal Muscles*

As first discussed in Chapter 2, Section 2.4.2, digital musical interfaces based on the voice have typically used indirect control, in which features extracted from audio signals control the parameters of sound generation, for example in audio to MIDI controllers. This is likely because of the very features that make vocal interaction difficult to articulate or understand: the muscles are hidden within the body and are not well understood by an average person (or even average singer) and audience members engage through the voice by listening, rather than feeling as the singer does. By contrast, focusing on the musculature of the singing voice allows direct muscular control, or alternatively, combined direct and indirect control in an augmented vocal instrument. In this way we aimed to both preserve the intimate relationship a vocalist has with their instrument and while expanding control over it and its sonic capabilities. Subsequently, we developed a new method of direct control from physiological aspects of singing through surface electromyography. This has been implemented in a dedicated PCB and in a wearable for vocal interaction to study the vocalist-voice relationship and provide new creative outlets.

Portions of this chapter have been published in:


7.1 System Design

sEMG is the process of measuring electrical neuron activation of the muscles across the surface of the skin in a non-invasive way. sEMG as a biosignal is useful in exploring the vocal mechanism without examining vocal audio signal, thus addressing the control gap. The following section provides a method for sEMG in measuring aspects of vocal performance for direct control. I will first discuss the design process, sEMG signal acquisition, filtering, and integration with the Bela platform (McPherson, 2017), before demonstrating how sEMG can be used to directly measure both vocalised and subvocalised singing.

7.1.1 Sensing

The system uses three 10 mm electrodes — during prototyping and demoing of the system, I used reusable gold-plated silver cup electrodes (Medimaxtech, New Malden, UK), each with a 120 cm wired connection. The end- and mid-muscles electrodes are placed across the muscle being sensed, while a reference electrode is placed on nearby non-muscular tissue, typically a bony or cartilaginous part of the body (Figure 7.1). This third electrode provides reference to a stable electrical conductance on the body — on a non-muscular tissue, this electrode provides a control for the other two. Processing involves two stages, beginning with an analogue preamplification circuit to acquire electrode signal. The circuit is powered by two 9 V batteries, allowing for external powering and portability, as well as noise reduction from grid power sources. During its use in this thesis, the circuit was prototyped and used in tandem with the Bela board (McPherson and Zappi, 2015), an open-source embedded computing platform which allows for ultra-low latency for signal processing (Figure 7.2). We use the Bela for its low latency and to make use of the audio processing which can be done on-board.

Figure 7.1: Placement of the three electrodes for sensing activation of the omohyoid.1

Figure 7.2: Prototyping the initial circuit for laryngeal sEMG with the Bela.

---

1Image adapted from Musculi colli, Olek Remesz (CC Attribution-ShareAlike); electrode images: Pulse Medical
7.2 Signal Processing

The signal acquisition and processing stage of this design is based on the open-source Gold Package EMG Circuit v7.1 (Advancer Technologies). In all versions of the circuit, a differential amplifier IC is used to amplify any small voltage difference between the two muscle electrodes. These areas, which otherwise have equal electrical potential, will differ as the muscle is activated and contracts. Differential amplification also reduces noisiness through common mode rejection. In the initial design of the circuit (Version 1, Figure 7.3), the gain of this stage is set to 110. The signal is then passed to an inverting amplifier and a first-order low-pass filter with a 530.5 Hz cutoff to restrict the signal to an appropriate range for sEMG (below 500 Hz, typically most usable frequencies between 50-150 Hz). The signal is then rectified, converted to DC for use by a microcontroller, and further amplified with gain set via a trim-pot by the user. Note that schematics here depict the acquisition for a single-muscle setup; in order to capture two muscles at once, the same signal path can be simply duplicated using the other side of the two op-amps used here. If a second muscle is being measured, the existing reference electrode can be used.

---

Further iterations of the circuit improved the signal-to-noise ratio by using different ICs. This was done by switching both ICs to the Texas Instruments OPA1612, which was chosen for its extremely low voltage noise density ($1.1 \mu V/\sqrt{Hz}$), over subsequent iterations to increase the signal-to-noise ratio when dealing with lower voltages: In the second iteration (Version 2, Figure 7.4), the Common Mode Rejection (CMR) of the circuit averages approximately $-37.96$ dB across the frequency band for sEMG signals. In the current version (Version 3, Figure 7.5), this is further reduced to $-54.06$ dB. A variable voltage divider using external 3.3 V power from Bela (or a different microcontroller of choice) is used for gain control and prepares the raw signal with DC offset voltage for use with the platform. I have further designed a dedicated PCB for the final V3 circuit, the VoxEMG board, for incorporation of the circuit into wearable devices; see Section 7.3 for further detail.

Figure 7.6 depicts the signal flow and processing in the V3 circuit, along with processing done digitally, to demonstrate how the circuit can be used to capture vocal sEMG. The output voltage of the VoxEMG board is further processed on-board within the Bela IDE. First, the DC offset is removed after it is passed to the Bela using a high-pass DC-blocking filter. Then, the signal is further filtered digitally with a notch filter to remove any remaining power-line interference. The resulting sEMG voltage signal can then be collected or used in data sonification, as done through the studies with vocalists in this study. See further Section 8.3 for an example of this data sonification.

### 7.2.1 Proof-of-Concept

The goal of the design was examines the viability of capturing vocalised and subvocalised sEMG using the amplification circuit derived from the Advancer Technologies design and the physical components used for AlterEgo (Kapur et al., 2018), which was the most recent example of vocal and subvocal sEMG sensing at the time of the design. We determined viability through a directed task to produce both vocalised and subvocalised signals. An example of the potential use of this controller for direct control with vocal musculature can be seen in the movement of the omohyoid muscle when singing descending pitches. The omohyoid is an extrinsic laryngeal muscle which lowers the larynx (Figure 7.1); the main function of this muscle is thus to generate lower fundamental
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*Bela processing code can be found in the VoxEMG repo: [https://github.com/courtcourtaney/voxEMG/tree/master/examples/basic-input](https://github.com/courtcourtaney/voxEMG/tree/master/examples/basic-input)*
frequencies (Hardcastle, 1976). This muscle passes beneath the sternocleidomastoideus, one of the neck muscles. This provides a concise example of the functionality of metaphorical teaching used in vocal pedagogy without understanding of detailed physiology: vocalists are trained to keep the chin down and the neck in a loose posturing, thus relaxing the neck and “making room for the breath.” Such behaviour would keep pressure off the sternocleidomastoides and allow for the movement of the omohyoides and other surrounding muscles without increased strain or fatigue resulting from tension in the neck.

In a short self-study using V1 of the circuit (Figure 7.3), I performed a series of short chromatic exercises in the lower-register of my voice. The mid-muscle electrode was placed on the upper portion of my right omohyoid (the superior belly) in the middle of my neck adjacent to the thyroid cartilage, while the end-muscle electrode is placed at the inferior belly close to my scapula (Figure 7.1). The reference electrode was placed on my right earlobe. A conductive adhesive paste (Ten20 Conductive Paste, Weaver and Company, Aurora, CO, USA) was used to secure the cup electrodes and reduce skin impedance; the electrodes were further secured using an adhesive non-woven fabric tape (Hy-pafix, BSN Medical GmbH, Hamburg, Germany) which was placed over the electrodes to ensure they are in close contact with the skin and do not move around. I then sang chromatics descending from G3 to observe the activation of the omohyoid. I am a mezzo-soprano — the typical mezzo range extends to F3 and this is very near the bottom of my range, meaning my omohyoid would be lowering my larynx as much as possible; although not very musical, the functionality of the sEMG system can be seen in this extreme. In the exercise here, I took a breath before the first two notes but not before the third to observe any contrasts in sEMG as a result of breathing. To synchronise my activity with the data, I also indicated the start and end of note events through pressing and releasing a button connected to Bela. The button presses were timestamped for synchronisation and confirmation of voltages were observed in the GUI during the singing exercise.

The neural activation and contraction of the omohyoid in singing the first three semitones of this downward chromatic sequence can be observed visually in the signal (Figure 7.7). Markers indicate points where different actions occurred in the signal recording; the different pitches are noted above. sEMG signal is not continuous, but rather the sum of discrete neuron impulses (Tanaka and Ortiz, 2017) which can be seen in the voltage spikes during this reading. The inhalation taken before G3 is sung is first visible; with each successive downward movement, the amplitude of the signal voltage increases—this is perhaps due to the greater downward laryngeal movement needed to achieve lower pitches at the bottom end of the voice range. The two inhalations are also visible in this case, as a slight lowering of the larynx also occurs during deep breathing where more space is created in the vocal tract (Hardcastle, 1976). As seen when working with the vocal teachers, this type of breathing is a core facet of vocal pedagogy and allows the vocalist to shape the vocal tract for rounded, warm tones and provide airflow support for vocal fold vibration.

The same exercise was repeated in a mental rehearsal to determine the presence of subvocalisation of the same muscular activation (Figure 7.8). Imagining and executing an activity will result in similar neural activation; in this case, mental rehearsal of a vocal exercise will excite the parts of the brain necessary to perform that exercise (Halpern and Zatorre, 1999; Kleber et al., 2007), resulting in low-level activation which we expect will be able to be detected by the electrodes, as done with AlterEgo (Kapur et al., 2018). Breathing was repeated following the same pattern as done in the previous vocalised trial.

Although it is clear that the subvocal signal has smaller amplitude and lies more closely in the range of electrical noise in the system, the same markers can still be seen. The difference between the notes and greater downward motion of the larynx is less visible, perhaps a muscular distinction which is lost in mental rehearsal. However, despite not actually producing sound, the gesture required for lowering the larynx can still be observed; thus, we see how sEMG measurements of vocal musculature...
7.3 Designing a Vocal Wearable

The VoxEMG was used to incorporate the vocal sEMG circuit into a wearable device, the Singing Knit. The goal of this design was to create a system which could be employed in a real-world setting, adhering to the demands of musical performance. Rather than attaching the three electrodes on the muscle site with conductive paste and tape (Figure 7.9) for each use of the system, we wanted to create a more permanent wearable setup to help address the issues with the systems’ use. Namely, we wanted to provide a wearer with the ability to quickly setup the electrodes without needing to locate the muscles, provide flexibility of placement, and to resolve comfort and aesthetic issues within the original system. In order to create such a wearable for vocal sEMG, we took inspiration from similar multi-electrode systems developed within HCI.
Multi-electrode systems have become common platforms for HCI (Duente et al., 2017; Knibbe et al., 2021). Biosignals collected at multiple body locations are used in bio-feedback systems for behavior regulation (Kim et al., 2018) and improved understanding of our own bodies (Karolus et al., 2021a). They are also used to reconstruct gestures (McIntosh et al., 2016) and poses (Knibbe et al., 2021) provide a supplementary channel to influence artistic performances (Kilian et al., 2021; Reed and McPherson, 2021; Stelarc, 2020). Multi-electrode muscle stimulation can create complex physical motion as output in interactive systems (Lopes et al., 2015).

As with the vocal sEMG system designed during this thesis, other multi-electrode systems face many of the same problems when applied in real world settings. Securing multiple electrodes to the body often results in skin irritations and general discomfort (Knibbe et al., 2021; Meltzner et al., 2008). As users move, electrodes may come loose or cables might be caught, leading to reduced functionality (Knibbe et al., 2021). Deploying such systems is difficult, often requiring help from an additional person to be able to wear them correctly (Hassib et al., 2017; Knibbe et al., 2021). Finally, many of these systems do not have an aesthetic which might allow them to be worn without the user drawing attention to themselves (Knibbe et al., 2021; Koelle et al., 2019a,b).

### 7.3.1 Multi-electrode Wearables

The oldest use of multi-electrode systems is most likely in surface electromyography. sEMG is used to measure neural muscular activations from the surface of the skin using electrodes. This has found a broad range of applications related to HCI (Karolus et al., 2021b). For example, bio-feedback systems have been designed to support physical therapy (Igarashi et al., 2010; Lim et al., 2020; Tsubouchi and Suzuki, 2010) or to simply provide users with additional insights on the actions they are performing (Karolus et al., 2021a). Other uses include sEMG for identifying gestures (McIntosh et al., 2016), for example to be used as explicit computer input (Becker et al., 2018; Costanza et al., 2005; Koike et al., 2006; Theiss et al., 2016) or robotic control (Khokhar et al., 2010).

Multi-electrode systems are not constrained to measuring body activity, but through electrical muscle stimulation (EMS) might also induce body activity. In the HCI literature, such systems have been suggested for improved learning (Tamaki et al., 2010), communicating information to...
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4A good, likely unintentional, example of this irritation can be seen in Meltzner et al. (2008) Figure 1B.
users through their own movement (Lopes et al., 2015), or simulating virtual objects (Lopes et al., 2017). More recently, a number of systems have interleaved sensing and actuation in such multi-electrode devices. For example, Nishida et al. presented a system designed to support users sharing kinaesthetic experiences (Nishida et al., 2015), while Knibbe et al. designed a device which can be used to record and play back movements (Knibbe et al., 2017).

While often not explicitly discussed, applying such devices is one of the main hurdles in their deployment. For example, the system used by Hassab et al. to explore embodied emotion required ~60 minutes to deploy (Hassib et al., 2017). Similar limitations were also reported with initial prototypes used by Knibbe et al. (Knibbe et al., 2017). Generic multi-electrode systems have been proposed, including the MYO as a prominent (discontinued) product, or Zap++ (Duente et al., 2017); however, these are not flexible enough to support the requirements of a vocal sEMG wearable or most of the systems described in this literature review. In practice, most custom applications require custom layouts (Nittala et al., 2021).

Case-studies of creating devices based on such custom designs do exist, typically incorporating multiple electrodes into a single garment (Knibbe et al., 2021). However, just as many of the multi-electrode devices do not generalise well. Here too it is unclear how to generalise to other applications or body parts. To add to the existing body of knowledge, we therefore designed a throat-worn multi-electrode device: the Singing Knit.

Soft-sensors for sEMG have been increasing in popularity for wearable designs and the use of body and gestural information in interaction. Textile electrodes (Acar et al., 2019) and embroidered electrodes (Shafti et al., 2017) have been used for flexibility and comfort in wearables for communication of biosignals for health application. Additionally, soft sEMG electrodes have been employed in body extensions for social interactions, where they are used in combination with other sensors on the body to convey and exaggerate gestures for emotional communication settings (Hartman et al., 2015, 2018).

7.3.2 Knit Structures & Soft Wearables

Finding materials and manufacturing methods to create elastic, flexible, and soft devices in place of traditional rigid electronic components has a long tradition. An early example of such work in the textile area was presented by Orth and Post over 25 years ago in the form of embroidered capacitive touch sensors (Post and Orth, 1997). With work like the Kit-Of-No-Parts (Perner-Wilson et al., 2010) and many other accessible projects, the High-Low tech group at the MIT Media Lab highlighted how anyone might create electrically functional garments. For the last 10 years, the world has seen hobbyists and researchers alike, for example Limor (Fried, 2012) and Becky Stern (Stern, 2009), augment their garments with sensors and actuators (Skach et al., 2019).

More recent work has explored how to deeply integrate electrical functionality into textiles and garments. Rather than attaching functional objects to a soft structure, the soft structure itself might become functional. This might be achieved by the use of functional dyes (Honnet et al., 2020), or by weaving or knitting fabric or clothing consisting of multi-material yarns (Huang et al., 2008; Pointner et al., 2020). Such multi-material fabrication enables creating devices with integrated sensors (Luo et al., 2021; McDonald et al., 2020) as well as detailed characterisation of interaction between textile design and sensor performance (Wang et al., 2014; Wijesiriwardana et al., 2003). For example, depending on knitting configuration used, one might measure pressure (Preindl et al., 2020) or stretch (Atalay et al., 2017; Liang et al., 2021).

When the electrical device is so intimately linked with the garment, the design of the textiles structure itself becomes relevant for its function (Greinke et al., 2021b). Custom design of textile structure was explored by Hofmann et al., who designed programmatic ways of controlling (Hofmann
et al., 2019) and designing for digital knitting machines (Hofmann et al., 2020), supporting designers to implement custom material properties. This enables creating custom garments, where material properties such as texture or elasticity can be fine-tuned dynamically (Jones et al., 2021; Kaspar et al., 2019). Such material properties are essential for chronic deployment of wearable systems (Huang et al., 2021b) both with regards to maintaining electrical functionality (Huang et al., 2021a) and user comfort (Knibbe et al., 2021).

While most wearable multi-electrode systems are deployed on the limbs, Singing Knit is worn around the throat. This area is especially sensitive to pressure, so finding a garment which is both snug enough to maintain good electrode contact, while loose enough to not provide an experience of strangulation, is challenging. In the case study of Singing Knit, we show how we address this issue with a machine knit, and how this knit also guides the integration of electrical conductors in a way which minimises strain.

### 7.3.3 Wearables & sEMG in Performance

Art and Performance has been a strong driving factor in the development of both wearable and multi-electrode systems. Prominent early examples are the electrical fashion of Diane Dew (Jonas, 1967) and the performance art of Stelarc (Stelarc, 2020). Within HCI research, art (particularly music) has also played a strong role in the development of these research areas. Amongst the first embroidered electronics developed by Orth was a jacket that served as a music-controller (Orth et al., 1998) and a set of soft musical instruments (Orth, 2009). Similar themes can be found in recent explorations of New Instruments, exploring the use of soft materials for performing (Donneaud et al., 2017; Freed, 2008), and wearable devices for creating (Stewart, 2019) or conducting (Greinke et al., 2021a) music. Smart textile wearables have become an increasingly popular for the implementation of integrated audio, such as textile speakers, in daily wearables (Nabil et al., 2021; Perner-Wilson and Satomi, 2012; Preindl et al., 2020).

sEMG is often motivated around music performance, as discussed in detail in Chapter 2, Section 4.3.4. Additionally, EMS (Tamaki et al., 2010) and sEMG (Karolus et al., 2018) are often used with the intention of supporting learning of musical instruments or improving the expressiveness of existing instruments (Karolus et al., 2020; Kilian et al., 2021). In terms of deployability, the result is that sEMG interactions are often limited to wear on the arms. This would not be applicable for measuring the muscular activation of the laryngeal muscles, for instance the system presented here or that of Kapur et al. (2018). With the Singing Knit, we design specifically for wearability in a performance context.

### 7.3.4 Design Goals for the Singing Knit

With the Singing Knit we intend to improve various aspects of our system, improving comfort, functionality, deployability, and aesthetics:

1) **Comfort:**

The rigid cup electrodes must be attached securely to ensure consistent measurement, often for hours at a time. As a result, there can be irritation, especially to the sensitive skin of the neck from prolonged contact with the conductive paste, which can cause dry skin, as well as from the adhesive medical fabric tape, which causes mechanical stress to the skin as the performer moves, pulling on sensitive skin and vellus hair. For a professional musician, who might have a multiple hour long performance, or perform multiple events per week, this unnecessary discomfort is not sustainable. For a performer to wearing the sensors in a typical vocal performance, which often lasts for hours and
over multiple performances per week, this is unsustainable and can cause unnecessary discomfort — even during some of the prototyping of the system I found that my skin became dry and irritated with the prolonged use. **We therefore aim to use conductive fabrics as an alternative to rigid, discrete electrodes, creating a garment with the comfort of a normal piece of clothing.**

2) Functionality:

Taped electrodes are not only unpleasant, but – much like commercial fabric electrodes – also fragile, frequently peeling off during prolonged wear. This is especially of concern in musical performance settings, where the problem is further exacerbated due to the sweating caused by the exertion of performing and the high temperatures a performer might encounter while working under stage lighting. Gravity also works against the electrode placement in some of the examined muscles, particularly those under the jaw. It is therefore common for the electrodes to fall off or need to be re-positioned by the wearer. This requires time to do accurately and is not feasible in a performance context.

Additionally, our relies on an amplification circuit which is not wearable. This means that the performer must restrict their movement to accommodate the wiring of the system. Disturbing the connections can lead to either disconnection of an element of the electronics or introduction of noise into the system. Longer cables might improve the range of motion of the performer, but lead to signal degradation. This is a further risk to the functionality of the system in the context of live performance. **We therefore aim to design a wearable which is robust, even under extreme conditions. The system should support performers to move freely while performing, without worry of signal degradation or electrode failures.**

3) Deployability:

The problem of lacking robustness is further amplified by how difficult it is to apply the system. Attaching an electrode requires searching for the correct placement through self-palpation on the muscle, then placing the electrode at the correct location before taping it down. Sometimes it is of advantage to mark the location with a pen, to ensure that the electrode is not inadvertently moved while affixing it. At a minimum, this process requires experience and training as well as access to a well-lit mirror. Ideally, it requires assistance from another person.

Lengthy setup times prevents changes mid-set, and add an additional level of complexity to activities such as sound-checking and general setup for performances. It essentially eliminates the ability for any spontaneous performances, and is prohibitive for quick sets. These problems are especially problematic for solo performers. **We therefore aim to design a system which is both easy to put on and take off and keeps the electrodes in the correct position. Additionally, it should be easy for the wearer to easily confirm the placement of the electrodes is correct.**

4) Aesthetics:

In performances where I have used the sEMG system (Martelloni and Reed, 2021) the electrodes are clearly visible. In the context of these performances, revealing the technology in this way might be desirable as the performance is not only about the music but also about new technologies for musical expression. However, this may not be the case for all performers. Based on context the display of technology and the medical appearance of the electrodes my not be desirable. Many musical artists use very elaborate costuming in their performance and this system should aim to
Our goal is thus to further align the use of biosignals and physiological sensors within artistic, specifically musical, applications and create a garment implementation which can be incorporated into all types of existing artistic culture and practices.

7.4 Design Process

During this design, I collaborated with Dr. Sophie Skach, who is an expert in textile and fashion design and works extensively with e-textile implementation. The first part of the design process was familiarising Sophie with the required physiological background, and for Sophie to share initial ideas of what a textile solution might. Then, creation of the knit collar involved four main design activities: selecting a knit to use for the body of the collar, selecting an appropriate conductive fabric for electrodes, determining a way to host the sEMG signal acquisition on the wearable itself, and designing the reference electrode.

7.4.1 Sharing Competencies

Singing Knit is intended to measure the electrical activity of the 4 pairs of largest extrinsic laryngeal muscles (8 muscles total, on either side of the neck, Figure 7.10). Larger muscles provide stronger, cleaner signals and are easier to identify through self-palpation of the throat, making placement of the electrodes easier. The muscles include symmetrical muscular pairs: two suprahypoidal pairs, the mylohyoid and digastric (anterior belly) muscles and two infrahyoid pairs, the omohyoid and sternohyoid muscles. The suprahypoidal (above the hyoid bone) muscles lie beneath the chin and work to elevate the larynx. They are also active in moving the floor of the mouth and the tongue. The infrahyoid muscles (below the hyoid bone), depress the larynx, giving a lower fundamental frequency to the voice and assisting in articulation. After familiarising herself with the above background, Sophie suggested that a knit structure might be a useful candidate to explore, and created several sketches (Figure 7.11).

![Figure 7.10: The laryngeal muscles measured by the collar (adapted from image available in the public domain, Flickr)](image)

<table>
<thead>
<tr>
<th>Muscle</th>
<th>General Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suprahypoidal Muscles</td>
<td></td>
</tr>
<tr>
<td>Mylohyoid</td>
<td>Elevates the floor of the mouth, active in consonant articulation and jaw movement</td>
</tr>
<tr>
<td>Digastric (anterior belly)</td>
<td>Raises the hyoid bone and the larynx, increases supraglottal pressure to generate higher pitches, moves the tongue up and forward</td>
</tr>
<tr>
<td>Infrahypoidal Muscles</td>
<td></td>
</tr>
<tr>
<td>Sternohyoid</td>
<td>Lowers the larynx for producing lower pitches, tilts the hyoid for articulations</td>
</tr>
<tr>
<td>Omohyoid</td>
<td>Similar to the functions of the sternohyoid, acts as a laryngeal depressor for lower pitches</td>
</tr>
</tbody>
</table>

Table 7.1: Functions of the selected laryngeal muscles in speech and singing (Hardcastle, 1976).

---
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7.4. DESIGN PROCESS

7.4.2 Selecting Knit

We use a knit collar to provide the right structure for the wearable; using a knit garment provides a balance between comfort and sturdiness to house the conductive electrodes. The base knit body for the collar can be constructed from different knitting techniques, each resulting in slightly different textile properties regarding elasticity, robustness, and volume. An appropriate structure to be worn around the neck, providing enough elasticity to be pulled above the head, as well as sitting tight around the neck are double bedded ribs. This knit structure is often found in high collared turtleneck jumpers or ribbed hems - the places on a garment where maximum stretch is required when put on and enough grip and fit when worn. The throat is a vulnerable part of the body, meaning that the fit of the device cannot be too tight, although beneficial to the contact between the skin and the electrodes. Unlike other sEMG wearables (Knibbe et al., 2021), the fit cannot simply be designed to be as snug as possible. We therefore opt for the elasticity of a knit garment compared to other woven fabric materials, which do not offer the same flexibility. The garment must be tight enough to ensure contact but also flexible to provide comfort, protect the neck, and not restrict head movement.

Several double-bedded knit structures were created and examined for different amounts of stretch and shape related robustness. Amongst these structures created are two Milano Rib variations (Figure 7.12a and b), a 2x3 rib (Figure 7.12c), and a two variations on a 1x1 or full bed rib stitches (Figure 7.12d and e). The difference between these rib variations are characteristics in their stretchability, rolling of fabric sides, and volume. These differences have, amongst other factors, determined the use cases of different double bedded knit structures. For example, Milano Rib has commonly been used as a structure for Jaquard patterns; 1x1 ribs for smoother knit surfaces; and larger ribs like 2x3, 3x4, etc. for soft, voluminous accessories like bonnets. The technical differences of these structures consist of the arrangements of needles on the knitting machine: the numbers in the rib types indicate how many needles are knitted in each needle bed, in an alternating manner. The Milano Rib is in this sense a 1x1 rib with added rows on only one side, making it unique from the other rib structures.

---

6https://flic.kr/p/uKQ8eb
Figure 7.12: Samples of different knit structures for the collar body. Three Milano rib variations (a, b) were compared to a 2x3 rib (c) and two full bed rib stitches (d, e).

Yarn & Gauge

Several knit swatches were created to test both the feel and stretch of the knit. The yarn composition used to create the knit probes is a Merino extra-fine Nm 30/2 yarn - a high quality sheep’s wool yarn. Two strands of the yarn were used to produce the samples presented here. The thickness and weight, as well as twist of the yarn further determine the gauge range that can be produced. All probes, as well as the final collar piece, were knitted on an industrial mechanical hand-flat double bedded knitting machine (Dubied) in gauge E7.

Stretch Behaviour

The stretchability was the most critical element to examine for each knit. As the collar must be held tight enough to hold the electrodes in place, yet not as tight as to cause discomfort to the wearer. With the Milano Ribs displaying the most robust surface, they offered the least movement when pulled. Additionally, adjusting the stitch length of the structure with the alternating rows, this structure proved most error-prone in fabrication, with either being too loose or too tight. The other two knits, as expected, outperformed the Milano Ribs. They offered a more elastic fit overall, although the different rib sizes showed differences. Generally, the larger the ribs are, the more loosely they fit and the quicker they wear out. After examining the different swatches in terms of their stretchability, rolling, and optics, the most suitable option in all factors was to use a full rib.
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7 Labelling yarn in a Metric (Nm) system reports the weight and twist of it. In our case, it is double twisted and requires 30 meters to weigh 1 gram.

8 Referring to the distribution of knitting needles per inch (in our case, 7 needles spread across one inch on the knitting machine.)
or 1x1 rib stitch. Most importantly, the knit provides a suitable balance in its stretch, meaning the swatch feels secure when wrapped around the neck but in a way similar to a turtleneck sweater.

Relief Stripes to Highlight Muscle Locations

Although affixing electrodes directly onto the skin using adhesive paste is not ideal in terms of practical wear and movement, the visual cues this approach provides are valuable for exact positioning and locating the muscles. To preserve this characteristic, an additional structural feature was embedded: a needle transfer pattern, where selected stitches are transferred from one needle bed to the other, excluding the now empty needle from use. This creates a relief structure, or inset (Figure 7.13), that is visible on one side of the knit fabric. When integrated at the exact position of the electrodes, the wearer has instant visual and haptic information on their positions and can move the collar in place. Figure 7.14 shows these effects on the final collar (left).

7.4.3 Replacing Traditional Electrodes

Several textile materials were examined as replacements for the cup-electrodes used in the original design. The materials examined were chosen to match the collar’s body; they also consist of flexible knits. We compared 5 knit conductive materials - two single-bed jersey fabrics and two double-beded metal mesh fabrics, and one conductive foam. The conductive foam features a knitted backing and so the feel of the pad is similar to the jersey fabrics. We created a set of electrode swatches (Figure 7.15) for testing the materials. The materials were compared against the same rigid gold-plated silver cup electrodes (MediMaxTech, New Malden, UK) used in our previous setups (Reed and McPherson, 2020, 2021). For each material, a 1 cm² “electrode” was used for appropriate comparison to the same size cup electrode. The conductive fabric electrodes were stitched into a small knit body, similar to how they would be attached to the full collar, with the appropriate spacing to be worn and tested on the left omohyoid muscle on the lower neck. A highly conductive silvered copper yarn (Karl Grimm) (Satomi and Perner-Wilson, 2007) was used to provide a connection to the fabric pads. The swatch was secured to the neck using an elastic band, as if they were part
of the full collar wrapped around the neck. The swatches were worn to test if the conduction was appropriate to replace the traditional electrodes, and to test comfort and feel against the skin.

The resistance across the 1 cm$^2$ pad was measured using a multimeter. All the materials tested had similar resistance to the cup electrode (0.6 Ω), with the exception of the foam. Overall, the density of the foam lead to a higher resistance (1.4 Ω). The two double-bedded knits had a similar resistance to the cup electrode, 0.6 Ω for the tin and 0.7 Ω for the stainless-steel fabric (Table 7.2).

To test the electrodes in context, the swatches were used in a singing task, where I checked the activation of the omohyoid by singing a low note in my vocal register (G3), similar to the original proof-of-concept. The signal was passed through the VoxEMG board and the amplitude of the muscular activation captured was measured with an oscilloscope. I performed this task a number of times, singing the pitch with a tuner to ensure as much consistency as possible. The average peak-to-peak amplitude of the signal conveyed is listed in Table 7.2. All materials conveyed a usable signal in an amplitude range similar to the rigid electrode, with the exception of the metal mesh fabrics. This difference for the meshes may be the result of the difficulty in wearing in this small electrode-sized piece, which is discussed in the following sections about the qualitative properties of the fabrics.

**Single Jerseys**

The two single jersey (one-bedded knit) fabrics examined, a gold-colored zebra jersey (Hitek) (Materials, 2021) and a grey stretch conductive fabric (LessEMF) (LessEMF, 2020), are both made from silver-plated nylon yarn but of different weights. In comparison, the grey jersey was the heavier fabric (150g/m$^2$). It also has a slippery surface due to a slightly higher percentage of elastane than the zebra fabric (128g/m$^2$). Due to the elastane content and slippery feel of the grey jersey, the fabric can have a variable resistance when integrated into the knit collar body, as some of the material comes in and out of contact with the skin, or shift during stretching of the base material. The zebra jersey is most easily attached to the main collar body with a smooth surface, yet non-slippery grip; particularly because it is striped with non-conductive fabric, it is possible for a larger area of material to be secured while keeping the conductive surface restricted to a 1 cm$^2$ space. The non-conductive fabric stripes can be stitched into the base material, leaving an even contact across the conductive space in between.

**Double Bedded Knits**

The double-bedded knits examined were a light grey, tin-coated copper canopy mesh (Less EMF) and a dark grey stainless-steel mesh (Less EMF). Two different ribs were cut in shape and compared: one interlock 1x1 rib, and one 2x1 rib. Both are significantly heavier fabrics than the single jerseys (both around 190g/m$^2$). Although these are most similar to the cup electrodes in terms of their conductivity, the wear on the skin makes them unsuitable to replace the electrodes. When cut into the needed electrode size, the fabric becomes uncomfortable, especially on the sensitive skin of the neck. Additionally, on integration into the knit body, the mesh structure remains too rigid, leaving space between the electrode and the body of the collar, rather than the two materials feeling as one garment. Because of this space, there can be too much movement between the conductive fabric and the knit, causing the resistance to be variable depending on how tight the collar is. With the scratchy electrodes, the collar cannot be held too tight around the neck, which increases this variability in the resistance.
Foam

The thickest and heaviest material tested in our samples is RayPad conductive polyurethane foam (Less EMF) with nickel and copper elements. Although not a fully knit material, the foam pad is covered by a knitted material and offers additional tactile information to the wearer through pressure on the skin. Its disadvantage, however, is that it is compressed slightly when stitched to the base fabric. This can cause a discrepancy in resistance when further compressed against the skin during wear. Additionally, the thickness of the pad creates extra space between the collar and the skin. The body of the collar needs to be tight to keep it secure in the case of using foam, this results in the foam being always “pressed.” This creates an interesting tactile interaction, where the wearer can easily feel pressure at the electrode site and sense where the connection to the fabric is being made. This may offer an interesting affordance to provide attention to the wearer about certain parts of the body. In this sense, a similar non-conductive foam may be beneficial to give the wearer more information about the presence of the garment on their body.

The two single jerseys provided the best compromise between the conductive materials. They are only slightly more resistive than the cup electrode (0.8 Ω for both) and are able to convey a usable signal in a similar amplitude range to the rigid electrodes because they maintain consistent resistances. They have the most comfortable feel as well, and are less distinguishable from the rest of the collar than the other three materials. The zebra jersey provides the best balance of qualities amongst those examined. It is the easiest to integrate and secure into the knit material and provides suitable contact with the skin which does not shift during wear, due to having less elastane than the grey jersey.

New electrodes were cut and stitched into the knit body of the collar. The collar was knit into the desired shape and size, so no waste material was created, and no post-fabrication cutting was required. The electrodes were then stitched into the collar at the dedicated points; on the outward-facing side of the garment, the ribbing was alternated to mark the location of each pair of electrodes (Figure 7.16).
Figure 7.15: Swatches with stitched, soft fabric electrode probes for comparing materials. In order: a) silver-plated nylon zebra jersey, b) silver-plated jersey, c) tin-coated canopy mesh fabric, d) stainless steel mesh fabric, e) RayPad foam cushion.

Table 7.2: The conductive materials examined, approximate resistances and the average amplitudes of the output muscular activation signal through the VoxEMG board in the test singing exercise for each material.

<table>
<thead>
<tr>
<th>Material</th>
<th>Resistance (Ω)</th>
<th>Amplitude (mV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold-plated silver cup electrode</td>
<td>0.6</td>
<td>320</td>
</tr>
<tr>
<td>Silver-plated nylon zebra jersey (HITEK)</td>
<td>0.8</td>
<td>220</td>
</tr>
<tr>
<td>Silver-plated nylon jersey (LessEMF)</td>
<td>0.8</td>
<td>220</td>
</tr>
<tr>
<td>Tin-coated canopy mesh fabric (LessEMF)</td>
<td>0.6</td>
<td>80</td>
</tr>
<tr>
<td>Stainless steel mesh fabric (LessEMF)</td>
<td>0.7</td>
<td>80</td>
</tr>
<tr>
<td>RayPad foam cushion (LessEMF)</td>
<td>1.4</td>
<td>260</td>
</tr>
</tbody>
</table>

Figure 7.16: Creating the final collar body (left) and attaching the fabric electrodes (right). The final iteration uses the alternated relief stripes to mark the electrode locations externally (middle).

7.4.4 On-Board Signal Acquisition

From the final iteration of the sEMG circuit (Figure 7.5), I designed a custom open source PCB implementation of the amplifier circuit, specifically for integration into wearables for on-board processing — the VoxEMG. It was decided that the PCB should be versatile, to use it in this work and also provide a platform for others wishing to incorporate sEMG into their wearables. Therefore, we offer different connection types for the signal input (both traditional connectors or fabric integrations), and ensure that the PCB is as small as possible, to be easily fitted into a garment without adding bulk or distraction in the design. The resulting VoxEMG PCB measures 3.6 x 3.15
The board offers fine precision resistance tuning and features header connectors for integration into other electronics, as well as castellated holes for connection with textiles. The castellated inputs were adapted from designs for the Bela E-textile Capelet (Stewart, 2020; Temprano and Stewart, 2019) for Innovate UK. Additionally, loops were added to either side of the board so that it could be affixed into a garment.

The VoxEMG boards were secured to the back of the collar using loops in the PCBs, added for affixing the board to a fabric element. By stitching the loops to the collar between rows of knit underneath of the board itself, some allowance for the rigid PCB is made to keep the collar stretchable. If the garment is stretched (Figure 7.18), the board will not be pulled from the collar and the knit underneath will be able to expand fully. The wired connections were then stitched between the board and the electrode pads; as seen in Figure 7.18, the conductive thread is able to be wrapped around the castellated hole inputs at the top of the VoxEMG boards.

The conductive thread was then stitched by hand along the knit itself (Figure 7.19); rather than stitching straight across from the electrodes to the boards, this allows the conductive thread to move with the knit. In a sense, the knit has been restitched and so the traces take on the same elastic properties as the rest of the knit. This ensures the conductive thread will not break if the collar is stretched or pulled to the knit body’s maximum displacement.

The traces were added after the creation of the knit because we used an industrial hand flat machine to create the collar body. Adding the conductive thread, in the manner described, ensures that it does not impact the overall knit structure, which would result from additional conductive yarn added by means of conventional stitching or sewing. Rather, the thread is integrated with the garment seamlessly and maintains the characteristics of the full rib. In addition, this method is easier to employ during the prototyping process, as it separates the components in a way where it is easier to correct or modify the design or layout of the traces as needed, without re-knitting the entire collar.

---
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Figure 7.18: The VoxEMG board secured into the back of the collar.

Figure 7.19: The conductive thread stitched along the knit (top). When stretched, the conductive traces stretch with the knit (bottom).

7.4.5 Wearable Reference Electrode

The last piece of design was in the construction of an aesthetically appropriate and easy-to-affix reference electrode. Previously, the electrode had been glued to the earlobe using medical tape. Rather than just securing a fabric electrode to the ear as a replacement, we continued the pursuit of wearables and stage-appropriate costuming replacements and constructed a reference electrode earring.

The reference electrode is made using generic a clip-on earring. The electrode was constructed first by creating a "knit" cable, to give the connection a feeling of being a part of the wearable collar (Posch, 2017a,b). This was done by threading an insulated wire through a piece of cording (Posch, 2019). The end of the wire is stripped and folded over to make a hoop, through which conductive thread is tied and wound (Figure 7.20a). The clip-on earring came with a soft silicon pad to be inserted into the back side of the clip and hold the earring against the wearer’s ear without discomfort (Figure 7.20b). The conductive thread was used to stitch another 1 cm² fabric electrode, made of the same zebra fabric as the collar’s electrodes, directly into the soft silicon (Figure 7.20c). This provides connection to the pad and insulation for the connection otherwise. The other end of the "knit" cable was connected to an alligator clip, which could then be secured to a conductive thread knot, which was stitched into the edge of the collar (Figure 7.20d), leading to the reference inputs of each of the VoxEMG boards (they are able to use the same reference). An alligator clip was used to ensure that the electrode could be easily attached after putting on the knit collar.

The final reference electrode earring is pictured in (Figure 7.20e). The ends of the cording were burned to prevent fraying. It can be seen that the electrode provides appropriate aesthetics as a piece of costuming, blending in with the other earrings I wear normally (Figure 7.20f, Figure 7.20g). The clip-on ensures that anyone could wear it on their earlobe; as well, a different style of clip-on earring could be used, or indeed other types of ear jewelry, such as a cuff to be worn on the upper helix of the ear.
7.5 Final Design

The final version of the wearable collar is pictured in Figure 7.21, with the soft electrodes stitched into the flat, neck-facing side in the measured positions, and the alternated ribbing patterns in the outward-facing side, providing the location of the electrodes beneath. Additional elastic has been added to the top of the inside to ensure that the knit remains in place around the jaw when worn. As well, the ear straps hold the collar up and prevent it from folding over or moving around while on the neck (Figure 7.21). A set of buttons and elastic loops at the ends of the open piece close the two ends together after the collar is around the wearer’s neck. This makes it easy for the wearer to put the collar on by themselves. Once on, the ribbing in the front of the collar allows the wearer to check that the electrodes align with the muscles, which can be felt beneath the fabric. For the top pair of VoxEMG boards on the back of the collar, the cables were tucked into the folds, which were stitched down at the top and bottom except for a small hole through which the cables could be passed through.

The final version of Singing Knit (Figure 7.22) was tested by myself for suitability in recording signals as done previously with rigid cup electrodes. Testing was done first qualitatively by myself in aspects of wearability, and also in a quantitative comparison between the signal conveyed by the traditional electrode setup and the fabric electrodes in the collar. For a qualitative evaluation, I wore the collar for two hours while moving around my home to assess the feel in lengthy wear. While wearing the collar, I was able to move normally and the knit stayed in position. They felt that the knit was comfortable and could have been even a bit tighter, if needed, as the fabric stretched easily. The ribbing was especially beneficial for preventing slippage of Singing Knit, as the wearer is easily able to check whether the knit is in the right place on the neck and reassure themselves of the placements. The ear straps however were able to keep the collar in place and prevented any shifting. In further musical interaction, I was able to recreate qualitative examples of use with the collar, for instance in visualising particular vocal muscle movements as done in (Reed and McPherson, 2020).
Figure 7.21: Amendments made to the collar: additional elastic is added to the inside of the collar to hold it up around the chin and provide support with straps around the ears (left). The excess fabric is folded over on the back to ensure a tight fit (right); these ends will be joined once the collar is on the wearer.

Figure 7.22: Wearing the completed knit collar, showing the knit’s form on the neck compared to the original sEMG setup.

or sonic interactions with the vocal muscles as in (Reed and McPherson, 2021).

Additionally, the output signal of the stitched fabric electrodes were compared with that of the original, rigid electrode setup. The goal was to determine whether the collar was able to detect the activation of the muscle faithfully compared to the rigid electrode setup. As determined during material selection, the resistance and amplitude of the signal conveyed through the materials were comparable. To check the final design, I performed the same exercise again, measuring the signal of the omohyoid activation when singing a low note in my vocal register (G3), first with the rigid electrode setup and then wearing the final collar. The onsets of the signals generated during this exercise were captured and examined using an oscilloscope (Tektronix MSO 2024B). The signals are pictured in Figure 7.23; the traditional electrode had a peak-to-peak voltage of 340 mV, where the fabric electrodes for the same muscle gave a voltage of 300 mV. The period for both was 10 ms. As the action will never be exactly the same, there is allowance for some small difference in the signal; we see that the fabric electrodes are able to produce consistent results to that of the rigid electrode setup. In the use case here, the electrodes need to be able to measure signals which can trigger and be mapped to elements of sound design; in this case, the signal can be accurately detected and would be sufficient for sound design. It should be noted however that there is slightly
7.6 Evaluation of Design Goals

The purpose of Singing Knit was to explore how an existing multi-electrode design by Reed and McPherson (Reed and McPherson, 2020) might be modified to improve Comfort, Functionality, Deployability, and Aesthetics.

With regard to **Comfort**, the decision to use a soft knit and fabric electrodes provided a more suitable platform for the technology. We encounter knit garments constantly, making the feel of the collar something familiar and comparable to wearing another piece of clothing, namely a turtleneck sweater. By using a full rib stitch, we have captured a balance between the garment being tight enough to hold the electrodes against the skin, but not so tight as to cause discomfort to the sensitive skin of the neck or a sensation of binding around the throat. This provides an improved affordance over other, non-stretchable fabrics, which would need to be secured as tightly as possible. Additionally, the electrodes themselves were tested for feel; in using electrode pads made from a similarly knit jersey fabric, the conductive materials blend into the garment and are not noticeable within the knit body. In a performance setting, a singer would be able to move freely without the discomfort of medical tape constraining movements of the throat and neck. This prevents the irritation caused by prolonged wear.

In terms of **Functionality**, the custom open-source modular sEMG PCB significantly increased the robustness of the system. Integrating the sEMG sensing into the Singing Knit prevents noise or failures previously caused by disconnecting cables from the tethered station. The ability to directly sew the VoxEMG into the knit minimises cable length, while sewing the cables along the knit (Figure 7.19) ensures that all connections have the appropriate level of elasticity. In using a stretchable knit, the collar creates a tight, secure fit; additionally, the use of elastic banding in the key trouble area for the electrode placement, the muscles under the chin, prevents the electrodes from falling off or the collar from slipping. This removes the requirement of using medical tape to connect electrodes, consequently the problem of electrodes disconnecting due to movement or sweat is also avoided.

Regarding **Deployability**, the use of the button-back closure means that the collar can be fit tightly and easily by the wearer alone. Further, if the wearer wishes to check the positioning of the
electrodes, they can do so using the ribbing texture on the outside of the collar. The novel use of the ribbing for checking the structure on the other side of the garment allows the wearer to quickly confirm the electrodes are correct by feeling the location of the muscles through palpation with the fingers, and making sure the ribbing aligns with them. Should they not align, the Singing Knit can easily be adjusted, without requiring to disconnect and re-attach individual electrodes. This means that setup, and quick adjustments can easily be done on stage and without the help of another person.

Regarding Aesthetics, we have shown how the rather medical appearance of the original system could be transformed into something which superficially looks like an everyday garment. As long as the structural the design decisions, for instance the knit type, are maintained, there is lots of opportunity for others to further customise the design to fit their respective needs. The design can even be incorporated into a full garment, such as a knit top or other piece of costuming (see also (Kaspar et al., 2019)). At the same time, the design also supports the singer to further engage with their body. The collar provides external information through the ribbing construction about the anatomy of the muscles underneath.

7.6.1 Adapting Multi-Electrode Systems

Through the adaptation process of an existing rigid sensing technology to a soft-sensing wearable, we found that the use of knit fabric to provide a sense of familiarity and flexibility (in both a literal stretchy way, and a non-literal adaptable way) which we believe will be useful for other systems too. Adapting the design followed a number of steps, which we believe might generalise to other design processes: The design of Singing Knit started with an exchange between disciplines, with the core team exchanging their technical knowledge of sEMG systems with textile design knowledge of a new team-member with a textiles and fashion background. Together, context-specific needs to be addressed through soft-sensing were identified (e.g., ease of putting on, quickly setting up, and wearing the collar for extended periods of time in vocal performance). Then it was determined which aspects of the existing system should be preserved and which should become part of the textile, to balance the sensing capabilities but increase accessibility for the target context (e.g., providing connection to and awareness of the muscles while placing the sEMG outside of a medical context). Then testing was performed, both for determining suitable replacement for the traditional cup electrodes as well as for (in our case, the conductive fabrics), and for determining the structure needed to properly house the sensors on body and function in-context (the knits). Only then could the Singing Knit be constructed, before finally testing and comparing systems, both quantitatively in terms of sensing suitability and qualitatively in terms of aesthetic and feel, with the original sensing method.

It should be highlighted that these steps are highly iterative. For instance, the body of the collar itself began as a selection for elasticity and comfort - how to get the collar on and off the body and how to ensure that it would stay upright. After examining the suitable fabric electrodes, it was apparent that the knit structure would need to be tighter toward the front of the garment to ensure there was little-to-no movement between the different materials (to reduce the variability of the resistance). Finally, the decisions on structure changed again when re-examining what was beneficial about the traditional electrodes; in seeing and feeling where the measured points were, there was feedback regarding correct placement of the electrodes. Consequently, the ribbing of the Singing Knit was introduced to provide tactile feedback to the wearer on its positioning relative to their muscles. This adds a sense of transparency and understanding to a very covert, internalised bodily function. Through the iterative process and adaptation in choosing materials, we were not only able to preserve the function of the original sensing technology and address some impracticalities, but
also to add to and extend its positive features.

### 7.6.2 Soft Knits for Different Bodies

The knit collar was designed as a bespoke garment for a single user. In different wearers, the muscular placement will be different, as will be the overall size and diameter of the collar itself. There is both negative and positive to using this individual design. On the negative side, the custom-made collar means that others could not effectively wear it. In addition to points of discomfort in wearing a collar which is not sized correctly, the electrodes, if not placed correctly, can end up on two different muscles or have the potential to pick up cross-talk from other nearby muscles with different activations and action potential differences. The design can be custom fitted for an individual’s anatomy, but this requires time and skill to correctly size and knit a collar for each wearer. An advantage of the rigid multi-electrode setup is that the wearer can choose different positions each time they apply the electrodes and one setup can be used for different physiologies just by adjusting the electrode placement — for this reason, when working with other vocalists later in Chapter 9, we return to the traditional electrode setup, which is more time and cost-effective for the exploratory study. Applying some more of the original multi-electrode design into the wearable would be beneficial.

On the other hand, there are benefits to bespoke design and the attention given to individual bodies in design. Creating custom collars allows for individual differences, however subtle, to be taken into account and for the best possible fit to be achieved. Also, a prominent theme in vocal wearables, is the exploration of the connection of the singer to their body and their body perception (Cotton et al., 2021a,b; Reed and McPherson, 2021; Tsaknaki et al., 2021). Therefore, achieving a "one-size-fits-all" collar might not be desirable, in fact it might negatively impact this theme, in masking the breadth of human body-diversity (Spiel, 2021). In pragmatic terms, creating bespoke vocal garments might be more reasonable than assumed, as it is already common for many elements of costuming in vocal performance settings, namely opera and musical theatre, to be custom-made for the performer. It is therefore not unreasonable to design individual wearable e-textiles for performers, given the benefits to the wearer’s comfort and the biosignals captured. In longer-use cases outside of the study with other singers in Chapter 9, it would be reasonable and worthwhile to undertake the time and effort to create individual wearable collars for different singers. Taking this approach to similar biosensing tasks may help to preserve the connection between our individual bodies, actions, and perceptions, and the resulting use of the technology involved in our interactions.

### 7.6.3 Future Work

There are several additional design features which would greatly benefit the wear and use of the vocal collar. Although attention to individual bodies is critical, there may be ways to address unique physiology through adjustable sensor positions and re-sizable or “hackable” collars. This is a critical next step in the design to make the collar usable to different wearers. However, both with the creation of new collars and in traditional electrode placement, the wearer (or a technician setting up the sEMG) must have the ability to manually feel the muscles within their body to get an accurate placement and affix the electrodes correctly. In this case, I had received instruction from a speech language pathologist on how to identify the muscles in my own body, which was the model for designing and testing this collar. This however requires practice; although we feel it is beneficial in being acquainted with one’s body to know the placement of muscles and how they feel when active or tensed, it is not practical for every user to receive this type of instruction or to begin every performance or setup of the device with muscle identification.

A potential solution to address flexible design and finding accurate electrode sites could involve
the inclusion of more electrode pads, potentially placed in an array to occupy multiple potential measurement sites, such as done in SkillSleeves (Knibbe et al., 2021). This might provide flexibility for different wearers' anatomy and exploration of their physiology, allowing the user to switch between placements and adjust until a suitable and clear signal is achieved, without removing the garment or needing a totally custom-fitted garment.

Additionally, previous research evaluates the first-person experience of the wearer interacting with sonified sEMG signals from their own muscular activations. Further research might be done to determine how the tactile aspects of the collar play into the interaction, perhaps providing additional feedback in feelings of stretch and tightness, or constraining movement to certain boundaries. This sensation of externalised tension may be useful in vocal pedagogy or other applications to help train posture and alignment in the wearer.

7.7 Conclusion

This thesis then provides a practical verified system which can be used to gather sEMG signals from the vocal musculature. We therefore provide a method for direct control using the voice which operates independently from audio signal analysis. This thesis has found sEMG an appropriate and minimally invasive way to measure and externalise (e.g., as a visualisation in this chapter, and further as sonification in the studies that will be presented in Chapter 8 and Chapter 9) vocal musculature activation in both vocal and subvocal contexts. Through this direct control, sEMG can be applied for new vocal interfaces and augmentations and provide new directions for research in vocal gesture.

The creation of the Singing Knit collar for vocal interaction involved the adaptation and converting of design using traditional sensors into embedded, knit design. We identified areas for improvement in the existing system, which uses technology derived from another research context, to integrate the technology better into a performance setup. We used these areas to motivate the design of a wearable collar specifically for this context. In doing so, we have converted an application and design for vocal sEMG using traditional sensors into one that utilises embedded soft sensing technology. This also provides an outline a template for converting similar existing rigid sensing methods and present a number of design aspects which will be valuable to creating other wearables.
Chapter 8

Autoethnographic Interaction & Evaluation

Laryngeal Sonification through First-Person Perspectives

While designing and prototyping both the circuit which would become the VoxEMG and the Singing Knit, I engaged in a long term autoethnographic study of my use. Knowing the system in a very intimate way and developing it within my own vocal practice (particularly while testing the setup), allowed me some novel thinking of my own singing. I documented my experience while working with the system through a sort of journalling process while recording and using it; in addition to play within the moment, this allowed me to examine some unexpected interactions, affirmations of my practice, and the balance between control and being controlled while working with my body in this new way.

This chapter will detail three different explorations while working with some kind of sonification of my vocal muscles: a series of improvisations done during testing and prototyping, reflections on use and performance with the Singing Knit, and a micro-phenomenological interview I did with another micro-phenomenologist. In the end, we see some notable points that arise from working with the muscles in this way through sonification: that there is an entanglement between the technology and the body and a push-and-pull effect between my intention and expectation and the system and its response, and that this can evoke different perception and awareness of even very subconscious movement.

Portions of this chapter have been published in:
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8.1 Interaction Perspectives

Before I begin to describe my experience with the sEMG sensor, it is important that I reconcile the differences between first-person and third-person perspectives with this system and its usage. sEMG can be used in both ways and it depends on who is the spectator of the information it provides — it can most certainly be used in a third-person context where information about the user’s muscular activations are analysed and used to convey objective information such as force and grasp, as utilised in previous research for controllers using sEMG (Costanza et al., 2005; Kapur et al., 2018; Lim et al., 2020; Meltzner et al., 2008; Theiss et al., 2016) and earlier in Chapter 7. Here, predictions are made about body movement or the muscular contractions are used to interact with digital object, but the gesture is not necessarily adapted based on the machine’s interaction. A movement classifier to control a robotic hand, for instance, determines a gesture and mimics the user’s action and the user acts through the machine (Khokhar et al., 2010). sEMG also allows for useful first-person interaction, where this reciprocal interaction between human and machine is at the forefront. This is more common in musical (Tanaka, 2015; Tanaka and Knapp, 2017; Tanaka and Ortiz, 2017) and emotional interaction (Hartman et al., 2018), where the user is the spectator of their own gestures and learns by observing how the system responds and learning how it acts as an individual agent.

The same can be said for this particular vocal sEMG system. I can use it to simply measure gesture in an objective way, and this is beneficial if I want to see how my imagined action mirrors anything I actually do (Reed and McPherson, 2020). For example, if I look at activations in the omohyoid moving while I sing a major arpeggio, and compare it with my imagining of that same exercise, I can see that this activation occurs in a similar pattern (Figure 8.1). In this exercise, I sing a simple major arpeggio (C4-E4-G4-C5) on the syllables ‘fi, fie, fo, fum.’ The muscle activates
as I articulate each note (or imagine articulating each note). Note that the subvocalised exercise (right) lies within a much smaller voltage range (approximately 0.285 - 0.31 V, 0.025 V peak-to-peak) than the vocalised exercise (left, 0.18 - 0.38 V, 0.2 V peak-to-peak) but similar activation of the muscle occurs in subvocalisation as in vocalisation. This is by no means a quantitative analysis of comparison between vocalised and subvocalised activity, but rather a means to see that activity does indeed occur in the same exercise both sung and imagined, as utilised in previous studies using the muscles of the face, neck, and jaw (Kapur et al., 2018), and potentially to compare it to other use cases, for instance that in the previous Chapter 7. This type of information could be further used for gesture classification or force measurement or a multitude of other analyses; in this sense, it is information about my performance but not about any sort of interaction with the system. The system examines me, and in this sense, it views my performance from a third-person perspective to measure aspects about my movement or imagery.

On the other hand, in my exploration of the system, I was not necessarily looking to determine any gestures or to extract any sort of data. However, I do get to observe how the machine responds to my input and how I can adjust accordingly to change the result if I wish. We are co-dependent in a very entangled way and the interaction is based within a first-person perspective, where I am in control of my responses to the system as my collaborator or accompanist. It is in this type of first-person perspective which we see the benefits of sEMG and musical imagery as tools for embodied interactions; the output is not always predictable or expected, so manipulation of existing knowledge, surprise, and reaction are used to relate to the machine in an improvised performance (Essl and O’Modhrain, 2006; Ihde, 1975). I am able to monitor and change my expectations and work with the system to create something meaningful to me and rooted in both my existing experience and the learning I did while using the system, which I will now elaborate on.

The system was designed and used extensively through iterative testing by myself, with a focus on my own internalised metaphors, imagery, and personal experience as a vocalist. This is therefore a highly specific use case. Keeping this in mind, while my own interaction with the system is unique and the specifics of my interaction would not necessarily be translatable to other vocalists, there are aspects of this interaction which we feel can be ubiquitous. For instance, the ways in which I learned to interact with my body and adapt some of my technique, as well as some perhaps unconventional or unnatural behaviours I attempted, could be distinguishable interaction patterns which are common amongst others using the system. Even in non-musical contexts, the methods of exploration and balance between user action and system reaction may be experienced similarly by individual users.

8.2 Improvising with the Design

During the prototyping and testing process, particularly in the later stages where the system was working functionally but I was experimenting to see what kinds of interactions I could observe with the better CMR, I switched from viewing the signal within the Bela IDE to a sonification. This was done firstly to see if there were notable changes to what I could hear in real-time while singing (rather than viewing a visual plot at a slight delay), and also to provide a presence to the laryngeal muscles in a musical way through sound. I used an improvisatory approach to explore whether the movement of some of the smaller muscles in the suprahyoid region (e.g., muscles we could newly measure with reduced noise in the circuit) was apparent. Within the Bela context, I used the sEMG signal with SuperCollider, a computer language and platform for audio synthesis and algorithmic control. Here, I used my laryngeal muscles to control aspects of digital vocal processing.

I focused on a few different muscles, namely the digastric, mylohyoid, and geniohyoid muscles (Figure 8.2); these muscles, located under the chin, are active during laryngeal elevation and move
8.2. IMPROVISING WITH THE DESIGN

Figure 8.2: The suprahyoid muscles (adapted from image available in the public domain, retrieved from Flickr: https://flic.kr/p/u6pB3Q), and electrode placement on the suprahyoid region (right, finger placement indicates the position of the hyoid bone on the wearer).

with the tongue. The tongue is important in singing firstly for lyric articulation, but also can be moved in a way that creates different kinds of resonant spaces in the mouth. Changing the position of the tongue helps to get different vowels and place the sound in different portions of the face, with either a rounded open sound or a pinched nasally sound in either extreme.

I used these sEMG signals in a SuperCollider script to control the frequency of a sine wave carrier used in a ring modulator. I used an exponential mapping in this case and, rather than just the typical metallic chorused sound of a ring modulator, I found that using lower frequencies provided a sort of fluttering or "breathiness" to the sound of my voice, which I quite enjoyed.\(^1\) It felt more visceral and bodily to me, rather than a companion to the audio I was modulating. This is what I focused on for much of the interaction during my improvisation. With increases in suprahyoid activity, I was able to increase the frequency of the sine wave which modulated my direct voice input. As well, I included some other synthesis effects to my direct voice input such as a pitch follower and chorusing to create an environment in which I could play around with the sEMG signals.\(^2\)

8.2.1 Re-Learning and Reacting with the Body

Firstly, the decision to use the suprahyoid region was made because of the flexibility of interaction I learned through testing and playing with the sEMG sensor. In testing the system, I found as well that the larger infrahyoid muscles in the lower neck, particularly the omohyoid muscle, provided sources of reliable activations, although these are laryngeal depressors and so are most active at the

\(^{1}\) An excerpt of an improvisation using this setup: http://instrumentslab.org/data/courtney/TEI2021_demo.mp3

\(^{2}\) An explanation video in our presentation at the 2021 TEI Conference: https://youtu.be/XujMjoBG04t?t=461
bottom of the vocal range. On the other hand, because the suprahypoid muscles move not only to elevate the larynx but also with the chin, jaw, and tongue movement, I felt I would not have to rely on pitch production or singing within a certain range, and so might be more flexible in this case; however, restricting movement by focusing on muscles which perform a more defined action would also be worth further consideration when it comes to observing how learning occurs through interaction with a system.

With the suprahypoid, I know I can choose between a number of techniques which actively utilise these muscles, ranging from vowel formant shaping and text articulation to some unorthodox practices in singing, namely stretching my neck all the way out or squishing it towards my throat (i.e. the “double-chin”). These sorts of movements are completely undesirable in singing, as they create lots of tension and make the voice sound constricted; in students who are soprano voices like myself, it is a common tendency in an untrained voice to “reach with the chin” when trying to sing higher notes, and several voice teachers worked very hard to hammer this out of me. However, when it came to actually playing with the system, I realised I could get a lot of activity out of these activities and so I started to work them into my practice, leaning into some of the more constricted sounds for a tense effect. For me, this was a very useful practice tool—I had to recall motions which had been trained out of me and try to work with them while still keeping my “well-trained” open and supported sound. An untrained singer might have less awareness of these tensions in the chin, and providing a source of feedback to it would likely call attention to it.

In an improvisation sense, I found I behaved normally when it came to the pitches I was singing. Being very comfortable with the sorts of fast melisma-style phrases you’d find in opera (where a singer strings many notes alone to one lyric), I would have previously focused my vocal contributions in improvisation on moving the melodic line, toying with dissonances, and mimicking any other instruments I was performing with. In the process of coding the synthesis in SuperCollider, I added just a small sine wave chorus in the background so I had some context to sing with. I play a game with myself where I try to sing complex melodies over the drone of the microwave while heating up my lunch, so I imagined doing something similar in this improvisation; however, I found it was more interesting to focus on changing my vowel and resonant space over a singular pitch instead. I became a part of this background drone, trying to harmonise with it, but not doing very much over top of it, in favor of playing with formant placement instead.

8.2.2 From Unconscious to Conscious

As well, some movements of the suprahypoid I had not noticed until I started getting feedback from the activation during testing of the sEMG system. sEMG in this way can provide a basis for reaction to a system and adaptation to the unexpected. My tongue moves down and out of the way when I breathe so I can take in more air and then moves again as I start to articulate any text. I had observed this while refining and testing the circuit, but I did not realise how prevalent it was until I began to sing with it. As someone who has been singing for quite some time, the act of supported breathing is very natural and I do not have to think how to get enough air and sustain a note for a long period of time. The beginning of phrases were modulated almost always because of this movement of my tongue after breathing. Certain consonants require more movement and so have stronger activation; for instance, plosives made with the lips, such as ‘p’ and ‘b,’ minimally involve the tongue compared to sharp consonants such as ‘t’ and ‘k.’ This awareness of my breathing made its way into the improvisation as well, resulting in sharp or exaggerated breaths, exhaling without producing pitch, and using different consonants.

Being aware of both conscious and unconscious movements, especially those which do not produce any sound (such as the extreme chin movements I describe previously), are extremely useful when
considering vocal technique and voice pedagogy. Many younger or inexperienced singers move in all sorts of ways which are incompatible with singing in a healthy and sustained way, but without the help of a voice teacher to physically point them out, they can go unnoticed. As well, the act of a teacher correcting posture or head positioning or some other type of movement during an exercise does not allow a student to examine their behaviour in the moment, but rather by comparing and contrasting as a before and after correction. Sometimes tension can be introduced through, for example, a jutting chin, and be heard in the sound; however, these types of unsustainable movement and overexertion are more likely to be felt in the long-term (Watson, 2009). Myoelectric potential captured through sEMG in beginner artisans is found to be unstable and power used unnecessarily, compared to experts, making this a valuable indicator of control or lack thereof (Hiyama et al., 2010). If this type of information were relayed through digital modification of a sound, as done here with muscular tension in my chin movements, this type of soundless movement could be relayed back to the student, who would potentially then notice their straying posture and correct themselves, as done successfully with other auditory biofeedback (Dozza et al., 2007; Okada and Hirai, 2019), leading to in-the-moment learning of action-sound relationships. In the same way, this reinforcement could provide additional information to educators.

In these couple examples of my interaction with the sEMG sensing, what was most striking was that, by drawing attention to one aspect of my technique, I actually found myself singing less, at least in a conventionally attractive way, and just paying attention to my movement. The tongue is constantly moving during most vocal exercises and diction and text clarity are common focuses in rehearsal; however, the movements of the tongue and chin need to also remain relaxed to keep resonant spaces and projection. I know how to open this space in my mouth and throat for a proper operatic or choral sound, and I don’t usually think about it. When I gave presence to this aspect of my voice, I found myself putting it at the forefront of the interaction, often at the expense of any clarity or support in my pitch. Even though I designed this system to provide an alternative to audio-only voice interaction, I was surprised to find that I quickly abandoned some practices which I have been refining for years; in fact, I felt it was because I know so well what not to do while singing that I could actually supplement a number of new ways to appropriate these “poor” techniques.

8.3 Performing with the Singing Knit

With the development of the Singing Knit and planning future studies with other singers besides myself, I designed a different kind of sound for the vocal interaction. This was done within Pure Data and, rather than manipulating the vocal signal itself, used the sEMG signal to control a soundscape in which a singer could explore their action and movement without changing something about the vocal signal. The synthesis is based on a physical model of a rubber duck by Christian Heinrichs (DC:A). The model calculates the differential of the input signal which simulates the sound of the airflow through a rubber duck — the greater the change in squeezing pressure (based on the input signal), the greater the filtering (in this case, the squeak). For the vocal model, the differential of the sEMG signal is calculated and mapped to the cutoff of a highpass filter applied to a white noise generator. This causes a sort of whooshing when the muscle contracts and there is a large change in the signal. With another noisy drone, the result was an ambient filtered noise, which in my intention and design sounded a bit like a crackly or crunchy wind with changing intensity. The goal was to create a non-musical backdrop to represent the body, stimulating a sort of wind or breath with a
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3The PureData patch can be found here: https://github.com/courtcourtaney/voxEMG/tree/master/examples/VoxBox
slightly scratchy quality to indicate tension within the muscles during contraction. Before passing this sound along to other singers to work with, I explored this soundscape in a few recordings and performances with the Singing Knit.\footnote{A demo of this sonification, presented at AHs 2022: https://youtu.be/grvRBR5DjRs}. In these cases, I also focused on the suprahyoid muscles.

8.3.1 The Body as a Partner

These performances come over a year after the previously discussed example (Figure 8.3); at this stage, the entanglement between the way I view my performance and the response from the system has been developing over the course of yearly three years. With such an extensive relationship, I find that working with the system has become extremely similar to singing without it. The Singing Knit allows me to focus on the interaction, rather than the device. As hoped in the design goals, it is more seamlessly a part of my performance and I do not worry about it as much as I used to; at least, not anymore than I would worry about another piece of gear or clothing when doing a gig. This is a level of connection which feels "normal," both from the comfort of having used the system for an extended duration and a better integration into a typical performance routine. The biggest difference at this stage is that I can trust the equipment in the same way I trust my body (Figure 8.4).

When I first began the design and testing of the sEMG, I was not always convinced it would work (and often, it would not). After furthering the design, solidifying some of the components through the VoxEMG and the Singing Knit, and spending a lot of time with it, I know more of its behaviour. In this sense, I do not think of it as a part of my body, but rather more like a symbiant. We are mutually entangled and depend on each other to a certain degree, as was the case in earlier use; however, there is now a sensation of freedom and trust between the two. Within the demos included here, I allow myself to be more musical and react to the improvisational setting, instead of performing with an aim to elicit the sonification. I am perhaps no longer trying to "prove" myself and the system, and this allows me to be comfortable with its response, rather than trying to force it to behave in a particular way. I have identified particular elements which I know elicit a response
from the sonification, for instance changing the sharpness of my inhalation and switching into a head register and lifting within my mouth for higher notes. I feel that I have a sort of language with which to react to the device at this point — we respond to each other and I have tools to allow me creative freedom. While not a direct translation, I can expect some kind of response from the system. To me, this mirrors the way I feel about my body while singing in general.

The way I understand my body is not the same way I understand a person — we do not have a direct, spoken communication but I know and trust that we understand each other. As with the vocal sEMG, I may not get exactly what I want from my body, but I have a control and reciprocal relationship with it. If I want to run a marathon, I have to spend time with my body and make sure to take care of it during a long period of training (I did do this during my PhD, so I was able to make this comparison to other physical training). I can learn what does and does not feel right. Some days, I wake up with a "better" connection and I am able to act and react more to how I feel. In a musical sense, we do the same: singers, including myself, are notorious for monitoring their vocal health, behaving in a particular way leading up to performances, and practicing difficult technique until we feel it. Something switches in during this extended time period, wherein I have spent enough time with my body to know that I can trust it. When I approach the start line or the first bar, I don’t worry so much about the 20-mile slump or the ridiculous melisma in measure 196 as I did when I first encountered them. With any luck, I monitor my physical sensations, the results of my activity, and trust that my body will behave the way we practiced.

8.4 Exploring Disconnect with Micro-phenomenology

Even though most of the interaction I have with my vocal sEMG goes as above, there are still moments which go wrong. The sensation of fighting against the body or not having our expectations honored by our action can cause a feeling of disconnect. Sometimes these things are within our control: perhaps we pushed ourselves too much the previous day by staying up all night to write
a thesis and now are in a battle of will with our drooping eyelids. At other times, changes to our bodies happen without our consent: hormones, hydration, illness, and other physiological factors can impact our day-to-day relationship with our bodies and our activity. For singers, these factors can make or break a performance (I have twice heard of singers who purposefully scheduled their concerts around their menstrual cycles to ensure their laryngeal mucosal lining would be unaffected by hormones). Some days the body just does not cooperate with what we want, and this can lead to not only disconnect from ourselves but also feelings of guilt, frustration, and anxiety.

I explored a moment of communication breakdown between myself and the vocal sEMG in a musical performance with a micro-phenomenologist, Charlotte Nordmoen. I will present here the analysis of the experiential details uncovered in that interview, along with a reflection on my experience and the investigation we did of the moment of disconnect.

8.4.1 Exploring a Moment of Tension

I sang with the same vocal sEMG soundscape previously discussed during a duet with Andrea Martelloni, who performed with an augmented guitar in percussive fingerstyle. This was the first time I had performed with the vocal sEMG with anyone else. During the course of the duet, Andrea and I played together and then took typical turns where one of us would take the lead and the other might fall to the background in accompaniment or remain tacet for a few phrases, giving the other a chance to shine. During the performance, there was a moment where, although I was attempting to create space for Andrea to play solo, the sonification of the sEMG continued, seemingly without me (Figure 8.5).

During a micro-phenomenological inspired interview with Charlotte, we explored this moment where I realised the sonification was acting without my intention (Reed et al., 2022a). She summarises it:

The experience begins with Courtney taking a step back from the duet for Andrea to have a solo moment. Courtney has her head turned slightly towards Andrea and notices him getting into the performance. At one point, Courtney hears the sound design from the EMG system. The sound is like a “wave,” starting quietly and suddenly hitting her. She panics; she is not singing, so the system should not trigger. She goes through a mental checklist of why the system is triggering and realises that her tiny movements while listening to Andrea are the cause. Courtney immediately freezes and changes her breathing to eliminate all movement.

We explore the moment of realising the interruption by the sound design in greater detail. Courtney describes the sensation as “almost like something grabbing and kind of pulling open […] pulling my attention and so it starts to spread between these two places […] the feeling that I have kind of inside where I’m hearing in my ears, it starts to be actually pulled away and towards these two different sound sources […] it’s the sensation of now I’m completely like ripped, ripped apart or divided in half and I’m no longer focusing a lot on either of them - there’s too much of a divide and I’m hearing both things at the same time.”

The interview uncovered a visceral physicality of having the attention pulled away towards something “going wrong” with the sEMG. When describing the sensation of hearing the “wrong” sound, I described the locality of the sound as being “inside the ear” and its effect, rather than the sound itself. There is a state of disconnect when the instruments behaved in this unintended way. Despite
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6The performance can be found here: https://youtu.be/axn_wQM_I_c?t=3426
8.4. EXPLORING DISCONNECT WITH MICRO-PHENOMENOLOGY

Figure 8.5: Andrea and myself enjoying a duet, despite the messiness of communication breakdown.

being generated by biosignals from my own body, but this disconnect resulted in a feeling that the sEMG had become uncontrollable and like a separate entity. Even though the body is controlling the DMI, the end feeling is that the DMI ends up controlling the body.

8.4.2 The Body as a Constraint

In addition to the summarisation of this disconnect being uncontrollable, I distinctly feel the sensation of being controlled, or indeed limited by my body. I am limited by my body’s needs, its constraints, and its shape. During the evocation of the experience, I remember feeling frustrated and guilty at interrupting Andrea but being unsure of how to help it. It was easy to blame my system design at first, but upon realising that it was in fact my own movement causing the disruption, I was forced to constrain my movements to stop the sonification from pinging around. Although this is one situation where I was able to respond and provide control, the reflection caused me to think of other instances where we are beyond control and how this might create negative association. For instance, while studying in conservatory, I nearly gave up singing while working with a teacher who wanted my voice to sound a particular way and could not accept when I struggled to achieve this unattainable goal, getting frustrated with me instead of helping me to find my own voice.

I am reminded of one of the teachers interviewed about teaching vocal metaphor: when discussing kinetic imagery and visualisation, she commented on how it was strange that, although she could imagine particular movements, her arthritis and general physical capability would limit her from ever doing that activity:

"I asked you about the visualising, because if I can imagine, I can’t dance. I’m really awful. And I’m not supple. I can’t touch my toes or anything like that. But I can imagine myself, you know, doing the most beautiful arabesque and so on. I can visualise that. And I can feel it. I just can’t do it."
In a performance, one’s voice might crack, we might run out of breath too early in a passage because we are tired, or we might simply not have the flexibility to sing higher notes on that day. Technology and devices can also fail, independently of our intention and our bodies (Bin, 2018). These are all normal parts of human life; things go wrong, and we often just have to live in the body we wake up with on any particular day. However, there are sensations of guilt, remorse, or regret that can come with this. We may also believe that we should conform our bodies to different kinds of interactions (Mice and McPherson, 2022). However, with the voice or any other kind of interaction, we can only do so much to extend the tools we are given; rather than attempting to blame ourselves, we must be able to accept that bodies are messy and often do not do what we want them to do (Klemmer et al., 2006; Spiel, 2021). Rather, it is important to embrace the parts we cannot control and work toward improving interaction and doing what we can with the things we cannot change.

8.5 Discussion

The system was developed to collect information about the singing voice, yet the experience of singing with it was completely changed to work with the system in this musical exercise. In this context, it is a perhaps a poor tool for collecting data on musical practice, which was not done at all in the end. However, we see that it is an excellent tool in allowing the user to practice manipulating their body or how they move in different contexts, to unpick parts of their practice, and to examine different physical and personal facets of their interaction. This resonates with ideas of postphenomenology or entanglement and using design practices in HCI (Ihde, 1975; Zimmerman et al., 2007), where we as users are inseparable from our tools and, through their use, they have the potential to change our goals (Frauenberger, 2019; Wakkary et al., 2018).

Rather than demonstrating any particular technical skill or performing in a way shaped by many years of experience or instruction, the intentions through performance became focused on this bodily relationship in the moment and on how the ingrained musical imagery and internalised movements could be manipulated. When applying the system in this way, the user and their embodied techniques and experience are inseparable from the system itself and they cannot exist alone; the sEMG system was designed around the vocalist’s body, and the vocalist’s practice then revolves around how the system reacts (Homewood et al., 2021). The system becomes a collaborator in this performance, assisting the improvisation by providing feedback about the body and sonifying performer intentions which have become background processes over time. As well, the expression of internal sensory experience can exemplify parts of our typical interaction in new ways, forcing us to examine them. The give and take between the user and the system as two agents creates a space to examine the perception of our actions.

Additionally, when designing tools and interactions, we must be aware of the constraints enforced by our bodies and the constraints we force through design. In choosing to sonify different parts of movement and interaction, we can bring attention to these elements and allow performers to explore their technique and even unconscious movement. This provides an outlet to become closer and understand our bodies better, as partners. However, it is necessary to note where some elements of movement or the body are out of our control; in bringing attention to them or providing them with a voice of their own, we can also run the risk of reinforcing disconnect we feel. When we design for individual bodies and work with these interactions, we should also work to embrace the mess and the mistakes.
8.6 Conclusion

Through my long-term relationship with this tool, I demonstrate how sEMG and biofeedback can be used to detect musical mental imagery use and sense vocalists' intention in performance. The development of musical imagery through experience allows performers to focus on their intention and high-level action, rather than on technique. With sEMG, musical systems can be based around this performer intention and use both conscious and unconscious body movement to form interaction. sEMG can be useful especially in bringing attention to embodied techniques which have become highly internalised and allow performers to play with their knowledge and experience in performance, and I demonstrate this potential through the changes in my own behaviour when confronted with the sonification. Highlighting a particular body-based technique for interaction in digital synthesis can shape the content of a performance and strengthen the performer’s relationship with the body and use it for creative control. As well, such an interaction can highlight communication and perception of the body and the constraints of interaction from both our physical forms and the design of the interaction.
Chapter 9

Exploring Vocal Movement & Perception

Fundamental Techniques Perceived through Sonification

The final study of this thesis aimed to explore the perceptions of other vocalists when working with sonified laryngeal sEMG for an extended period of time. The study aimed to explore other aspects of the vocalist-voice relationship which became present to vocalists after interacting with novel feedback. Having already lived with the system for an extended period, I wanted to see how others felt about this feedback and whether the same understanding of technique arose for them as for me, or if different and new perspectives would be found in different individuals. Rather than seeking any kind of ground truth about vocal interaction with biosignal feedback, I aimed to explore how this technology would be received through individual perspectives.

Vocalists experience intensely personal embodiment, as vocalisation has few outwardly visible effects and kinaesthetic sensations occur largely within the body, rather than through external touch. We explored this embodiment using a probe which sonified laryngeal muscular movements and provided novel auditory feedback to two vocalists over a month-long period. Somatic and micro-phenomenological approaches revealed that the vocalists understand their physiology through its sound, rather than awareness of the muscular actions themselves. The feedback shaped the vocalists’ perceptions of their practice and revealed a desire for reassurance about exploration of one’s body when the body-as-sound understanding was disrupted. Vocalists experienced uncertainty and doubt without affirmation of perceived correctness. This research also suggests that technology is viewed as infallible and highlights expectations that exist about its ability to dictate success, even when we desire or intend to explore.

Portions of this chapter have been published in:

9.1 Method

Lived experience is comprised of aspects that are internal and others that are external and also measurable. The affordance of examining these modes with the voice is in the interlinking of these experiences; both internal kinaesthetic and external auditory feedback provide the basis for the vocalist’s understanding. The perspective taken in this paper is unique in that it shifts the perspective: the boundary between internal and external feedback is manipulated to provide vocalists with an external representation of something they would normally perceive internally. This re-introduces a familiar sensory perception in an unfamiliar way. This study aimed to investigate how the vocalists’ awareness and understanding of their movement changed with the introduction of this novel feedback.

We therefore adopted a somatic approach in creating a design probe which would allow vocalists to interact with their embodied practice through novel auditory feedback. Given that the existing relationship relies on coordination of sensorimotor control and auditory feedback, we use sEMG as a way to externalise the internal kinaesthetic feedback. We worked with two vocalists as they explored their embodied vocal practices while engaging with this novel feedback about their movement. This study focused on co-exploration through a long-term interaction with this feedback, similar to the structure of the autoethnographic study mentioned previously in Chapter 8.

The singers incorporated the sEMG into their individual practice, having it become part of their routine, and documented their experience through an introspective review of recordings and journaling after each use. Additionally, I worked with the singers at different stages of their exploration in focused interviews (Howell et al., 2021; Mice and McPherson, 2022) and micro-phenomenological explorations. The goal of this study was ultimately to observe the new aspects of interaction which arose while working with the sEMG, how this impacted the vocalists’ perception of their movement over time, revealed insights about their understanding, and enabled them to communicate about their experience. I present here the two vocalists’ perspectives and interactions and then discuss in general how this long-term interaction revealed insights into their perception and relationship with their voices.

9.1.1 Participants

A call for participants was made through personal channels, including academic networks of voice scientists and music educators and musical social networks on Facebook and Twitter. I worked with two singers during the course of the study. Both were female, aged 29 and 31. The participants were from Brazil and Egypt and are now working as vocalists in major cities: Berlin and Barcelona, respectively. The vocalists were chosen based on their current musical activity: Vocalist 1 is a singer-songwriter and vocal teacher who also works from time-to-time in audio production. She performs Hindustani classical music and is studying Indian classical vocal techniques with another teacher on a weekly basis. Vocalist 2 works in computational music research and is pursuing a PhD in music information retrieval. She performs regularly and rehearses weekly with a small jazz ensemble. She has recently branched into generative electronic composition with an all-female computer music group in her city.

9.1.2 Materials

The VoxBox

After agreeing to participate, Participants received a kit for sEMG interaction at home — the VoxBox (Figure 9.1). We created the VoxBox as a probe to externalise an internal sensory experience: the
control over the laryngeal muscles (Figure 9.2). Through providing a sonification of the laryngeal movements while singing and externalising this proprioception, we aimed to afford vocalists a novel context to experience their living bodies. The VoxBox collects the analog electrical signals of the muscle activations during singing and sonifies them, using the muscle contractions to generate sounds which can be interacted with in real-time by the vocalist. The VoxBox uses the VoxEMG board (Reed and McPherson, 2020; Reed et al., 2022b) and a Bela Mini (McPherson, 2017; McPherson and Zappi, 2015) for processing the sEMG data and rendering the sonification (Figure 9.1). The VoxBox allowed the vocalists to easily set up an sEMG feedback system using their personal computers so that they could sing in their usual rehearsal spaces, disrupting the habitual in the vocal action but not in the practice environment itself. The study components were enclosed within a plastic box so that the vocalists could focus on the interaction without needing to do any setup other than plugging in the power supply and their headphones, but were able to open the box if curious or if needing to troubleshoot. As discussed previously in Chapter 7, Section 7.6.2, we return to a traditional rigid electrode setup because of the time and skill needed to create, try on, and test wearable Singing Knit collars for the vocalists.

Included in the VoxBox kit are pre-gelled adhesive disposable electrodes (Kendall H124SG ECG electrodes, Cardinal Health), cabled electrode clips (CAB-12970 sensor cables, Sparkfun Electronics) for gathering sEMG signals, as well as kinesio tape (Kinesiologie-Tape, Altapharma) for securing the cables, if needed. The kit also included a pair of basic, wired in-ear headphones (Aurora, iFrogz) to ensure that the listening environment was the same for each participant; these are intentionally non-noise cancelling so that the participants would be able to hear themselves at the same time as the sonification played back from the Bela, effectively blending the external stimuli of the vocal audio with the sonification audio.

Participants also received a digital guide, Working with the VoxBox, to reference at any time (Figure 9.3). This guide details the components, how the box works, a tutorial for using the Bela browser IDE to run the sound design, and other setup/troubleshooting steps.¹

¹The full Working with the VoxBox guide can be found here: https://bit.ly/vox_box
9.1. METHOD

9.1.1. Internal Kinaesthetic Feedback (vocalist’s sEMG)

9.1.2. Sonification (Bela)

9.1.3. External Auditory Feedback (from VoxBox)

Figure 9.2: Using the VoxBox to externalise internal sensory experiences: the vocalist’s internal laryngeal movements (internal kinaesthetic feedback, yellow) are captured with surface electromyography. The sEMG data is used by the VoxBox to generate a sonification (external auditory feedback, blue), which is added to the vocalist’s existing auditory feedback of their singing (grey box).

Figure 9.3: Pages 1, 3, and 4 from the digital Working with the VoxBox guide given to the vocalists, showing the study information, kit and its components, and setup.

Sonification

The sound design used for the sonification of the vocal sEMG was the same as the one I had tested when working and performing with the Singing Knit, as described previously in Section 8.3: the differential of the vocal sEMG signal is calculated and used to control a high-pass filter on a white noise generator, resulting in a whooshing wind or air sound (Figure 9.4). Again, the goal was to provide a non-vocal soundscape in which the body might have a sort of crackly yet airy quality about it, like a breath of its own. Through the sEMG sonification, I hoped to pull the body’s movement out of the existing action paths and make it distinct, so that a vocalist might be able to interact specifically with this movement, where normally it might be unconscious or understood at a higher level in their action. The sound design was intentionally non-vocal and non-tonal to ensure that it did not interfere with whatever the singer wanted to do, and also to provide a degree of separation between the muscles and the vocalist’s high-level understanding of their practice. This ideally positions the body, expressed through the sEMG sonification, as a separate entity and a
collaborator to highlight the control aspects the vocalist has with it. Additionally, I had extensively explored it myself, providing a frame of comparison to my own self-study.

**Interactivity Questionnaire**

Throughout the study, an adaptation of the Homebrew’d Musical Instruments interactivity and control questionnaire (Pigrem, 2021; Pigrem et al., 2022) was used to assess how participants’ connection to and controllability over the sound design changed through the course of its use. This Interactivity Questionnaire used a ranking scale (Strongly Disagree to Strongly Agree) to examine the vocalists’ feelings of control and connection, and how natural or comfortable the VoxBox was to work with. The full questionnaire can be found in Section C.1.

**9.1.3 Procedure**

After agreeing to participate, the VoxBox kits were mailed to the participants at home. All communication was done over remote audio-video calling on Zoom. After receiving the kit, I met individually with each vocalist for a Briefing session. This involved making sure all components had been received and that everything in the box worked correctly and going through the setup instructions as outlined in the guide provided. Participants were instructed on how to set up the VoxEMG and Bela with their computer and check that they could hear sound and that the electrodes were properly working by listening to the sound design changes while tapping them.

**Briefing**

After ensuring the kit functioned correctly after its trip in the post, I provided each vocalist with a short tutorial on identifying the position of one of the suprahyoid muscles, the geniohyoid, which helps to position the floor of the mouth and widens the throat for deep breathing and swallowing and the mouth for large opening positions. This consisted of the self-palpation exercise while opening the
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**Figure 9.4**: Translating the vocalist’s sEMG signals to audio feedback: the differential of the sEMG signal is used to move the cutoff frequency of a filtered white noise. This audio is played back to the vocalist as an external feedback about their internal movement.
mouth and moving the tongue, to identify the placement of the hyoid bone and the muscle bodies. This was introduced to me by a speech-language pathologist. We continued this exercise together over video chat until the participants were able to recognise the muscle location with a little practice. The end- and mid-electrode sites, just above the hyoid and in the centre-middle of the flesh under the chin, respectively, were located with my guidance and the participants practiced placing the electrodes, feeling the movement while holding them in place and opening and closing their mouth, and listening to the sound design with this action. The vocalists were informed that it might take time to get acquainted with their body in this way and to spend time doing self-palpation as both a way to understand the muscles better independent of the sonification and to relax the muscles through pressure. The vocalists also practiced changing the position of the electrodes slightly in applications to see where they felt they had better response; as this was done remotely, this was done at the discretion of the vocalists as a way to connect better with their individual anatomies and to provide flexibility for exploration of the body.

Study Phases
The study then consisted of two parts: 1) an Exploratory phase, and 2) a Targeted Technique phase. Each phase lasted two weeks, for a total of one month of extended use with the VoxBox. For the Exploratory phase, the vocalists were asked to practice as they would normally, incorporating the VoxBox into their usual routine and practicing the repertoire and genres they would normally. The goal of this phase was to establish a connection with the sonification and provide a free-form exploration of the feedback. The second phase added an additional task through Targeted Technique. This involved beginning with a set of targeted vocalises (exercises for vocal warmup) which focused on the four vocal fundamentals outlined in Chapter 6: supported breathing, posture, sound production, and sound shaping. The vocalists were asked to complete these tasks at the start of each use of the VoxBox. The specific exercises chosen (Section C.2) were intended to cause noticeable movement with the suprahyoid muscles for the vocalists to focus on. After, the vocalists were free to continue exploring the sonification as they pleased.

With each use, the sonification script running on Bela would record the input signal voltages from the VoxBox, as well as the input from a small capsule microphone in order to synchronise the data with the singing. The vocalists were asked to record themselves with audio-video, for instance on their computer or on a phone, and then to save the data from Bela with their recording into a folder for each session. The vocalists would review their singing for reflection after the use. They were tasked to keep a basic journal with their use, to write down anything they had found notable during the interaction, their perception or feeling about the interaction, and anything else they wished to share.

Debriefing
In between each phase (end of Week 2 and Week 4), the vocalists conducted a debrief which lasted approximately 45 minutes. For Week 2, this consisted of a short semi-structured interview about how the exercises were going, initial impressions, and feelings about working with the sound. Vocalists chose a moment of interest, either a connection or a disconnection with the sonification, that they wished to explore in detail and participated in co-investigation of the experience through a micro-phenomenological interview. Finally, the vocalists completed the Interactivity Questionnaire while verbally discussing why they indicated each response.

The same was done for the Week 4 debrief, with the addition of the vocal fundamentals. The vocalists were asked to describe the vocalises as they noticed them with the sonification and answer a few questions on their expectations of the auditory feedback they received. This included discussion
of how they might use the sound, as a metaphor, to discuss the technique in each exercise with their students. Finally, the vocalists were allowed to share anything else they wanted to conclude the study. In a follow-up micro-phenomenological interview, the vocalists were asked to recall a moment where they experienced a similar moment to the one previously explored (e.g., if the vocalist felt a sense of connection while doing a particular behaviour, another instance of this connection from the most recent two-week period was explored).

The full sets of interview questions for the two debriefing sessions can be found in Section C.3.

9.2 Analysis
Debriefing interviews with the participants were transcribed at the level of utterances. A bottom-up, inductive reflexive thematic analysis was used to organise the vocalists’ communication of their interaction into an initial set of codes, which was then iterated through and organised into themes (Braun and Clarke, 2012, 2020a). For the micro-phenomenological interviews, the details co-investigated with the vocalists were first transcribed. Satellite dimensions — that is, moments where the vocalist slipped away from their evocation of the experience and spoke more generally or about other, similar experiences (Valenzuela-Moguillansky and Vásquez-Rosati, 2019) — were noted. The remaining details of the experience examined were structured to reveal the unfolding of the event in both a diachronic (happening chronologically in time) and synchronic (detailing a singular moment in time, expanding the depth of the experience) details of the interaction. From this structure, the aspects of different sensory modalities perceived during the experience are noted.

The Interactivity Questionnaire was analysed further, jointly between the change in the vocalists’ ratings for each of the items and a thematic analysis of the responses to explore why these responses might or might not have changed.

9.3 Results
I will first discuss the vocalists’ interactions separately, with respect to their indications and open-ended feedback on the Interactivity Questionnaire and micro-phenomenological interviews, and then, using thematic analysis, will explore 3 key themes which emerged in the vocalists’ perception and interaction with the sonified laryngeal movement during the study period.

Overall, the vocalists reported spending about 6 hours (V1 = 5.25, V2 = 6.5 hours) working with the kit during the course of the month. I will narrate the vocalists’ experiences in present tense, as they would have described the evocation during the micro-phenomenological inspired interview. Each specific experience is noted in bold. The structure of each experience is outlined and presented in a figure, where the x-axis depicts the diachronic succession of the experience. The y-axis depicts the synchronic depth of the sensory perception in a singular moment. I have used arrows to show how these small perception details form the larger overarching moment in the experience. As well, I have depicted these details by their modality: tangible sensations in red, auditory in yellow, and emotional characteristics in blue. There were no visual details uncovered when the vocalists and I inquired further about what they noted during the experience. If the vocalist was able to identify the location of these sensations somewhere in the body, this is also noted in a bubble placed above their description. It is important to note that, if we had explored a different moment or other aspects of the chosen experiences, the details revealed would likely have been different. However, we expect to see that the overall structure of repeated experiences might be similar or reveal consistent stages or aspects of interaction through the experiences (Petitmengin, 2006; Petitmengin et al., 2018).
I would like to reiterate that the goal of this analysis is not to uncover some sort of ground truth about work with biosignal feedback in this way, but rather to better understand the change in perception and relationships with the body as a result of interacting with such novel information about it. The interactions revealed similarities in the perception of the voice and ways in which such interaction can shape that understanding. It is important to note the relationship between this change and their individual backgrounds, genres of focus, and other related experiences which might have been brought into this interaction. Within the long-term interaction with the VoxBox, the goal was to build a relationship with the singers as they explored their own relationships with their voice. I will discuss each of the vocalists’ experiences in detail before moving on to a more general discussion of the study.

9.3.1 Vocalist 1

Vocalist 1 (V1), while finding small connection in uncovering some of her unconscious movements, in general felt frustrated and struggled to incorporate the VoxBox into her practice routine. In her Interactivity Questionnaire, she answered that she felt strongly disconnected from the sound design and that she was not in control of it; however, she was able to connect her movement and the resulting sound and indicated that it influenced her movements during her practice. This relationship with the VoxBox and the biosignal feedback remained constant through the study and she indicated the same responses both times the questionnaire was given (Table 9.1). Based on V1’s responses, her interaction with the VoxBox stagnated over the study period. This appears to be due to a mismatch between V1’s perception of her body and her singing and the system’s behaviour, which meant she struggled to negotiate the system’s reaction and her expectations for it.

<table>
<thead>
<tr>
<th></th>
<th>Week 2 Debrief</th>
<th>Week 4 Debrief</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>I felt connected to the sound</td>
<td>Strongly Disagree</td>
<td>Strongly Disagree</td>
<td>=</td>
</tr>
<tr>
<td>I was able to communicate</td>
<td>Strongly Disagree</td>
<td>Strongly Disagree</td>
<td>=</td>
</tr>
<tr>
<td>musically through the sound</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I felt in control of the</td>
<td>Strongly Disagree</td>
<td>Strongly Disagree</td>
<td>=</td>
</tr>
<tr>
<td>sound</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound felt unnatural to</td>
<td>Strongly Agree</td>
<td>Strongly Agree</td>
<td>=</td>
</tr>
<tr>
<td>work with</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound felt like an part</td>
<td>Strongly Disagree</td>
<td>Strongly Disagree</td>
<td>=</td>
</tr>
<tr>
<td>of me, an extension of my body</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I found the sound unresponsive</td>
<td>Strongly Agree</td>
<td>Strongly Agree</td>
<td>=</td>
</tr>
<tr>
<td>and hard to control</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I was able to make connections</td>
<td>Agree</td>
<td>Agree</td>
<td>=</td>
</tr>
<tr>
<td>between my movement and the</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sound</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound influenced the</td>
<td>Agree</td>
<td>Agree</td>
<td>=</td>
</tr>
<tr>
<td>movements I was making</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.1: Vocalist 1’s responses on the Interactivity Questionnaire, demonstrating the lack of change in her interaction perception.
V1: Week 2 Debriefing

In the first debrief, V1 commented that she had been able to find a few connections with her movement. This was mostly related to movement of her neck and head while not singing; she often sits at her piano while practicing and noted that she would hear responses more clearly in her body sway while playing, with the sound design making a more pronounced "whoosh" as she moved around her environment. This made her more aware of her position while getting ready to practice and in accompanist gestures — the postures and movements performed to facilitate or support her singing, for instance moving her head or changing posture to help resonance in her chest — while warming up. She noted that, although she usually sits to play, she had not thought too much about how this was happening, focusing primarily on being relaxed above all else. Over time, she was able to connect these movements, which were otherwise unconscious, to the response of the sound design. Other non-sung vocalisations also produced a noticeable reaction in the sound — something was different when she spoke in a lower register while wearing the electrodes, but she elaborated that she could not pin down exactly what was happening.

While explicitly focusing on singing, the interaction was less clear. V1 remarked that she would practice her usual pieces but was unable to make any connections when focused on the repertoire; in response, she began to focus on some more specific techniques, such as vowel formation, placement in the resonant space of the chest, and tension and release in the throat (note that this was before the prompting in the second half of the study). She was able to make a few connections to the sound design, notably that she would hear when she was lower in her register. However, she struggled to make connections to the actions she was taking and what she wanted to focus on and found herself very frustrated. She commented that, at first, while she felt herself highly attuned to the sound design, the response was "mild." However, she also remarked that she expected this to be the case as she did not know much about the system yet:

"I don’t expect to fully, deeply understand it, because obviously, there’s so much information I don’t know... I was very, very sensitive about anything in particular, because it’s new."

As time progressed, this feeling of uncertainty about what she heard culminated in uncertainty of the movements and her technique. V1 initially indicated that she perceived her singing as the combination of the muscles and tissues of her larynx working together. She describes this as the muscles making the sound of her voice, which she hears and is able to understand.

"Muscle is very complex, because it’s tissue... the combination of all of them creates this kind of sound that I hear. I try to picture it like this: so that you have three textures. And then they are all constantly mixing up with each other while I’m using my muscles, but because they are my muscles and it’s the technique I have, I’m always getting the same sound, because... the main point is to always be relaxed within the technique."

This indicates that there may have been a fundamental difference between V1’s understanding of her body and the feedback she received from the system: while attentive to her movement and the activation of her muscles, she was striving to be relaxed. Further, when talking about her singing, she described her voice not through her body and its movements but rather through her sound and resonance, noting that she feels resonance in her body more than her muscles moving. She remarked that she expected and wanted the sound design to match what she was doing in terms of pitch, mirroring her sound instead of producing this noise. This was because she wanted the sound to indicate to her how the muscle was moving and, ideally, to be able to hear different muscles making different sounds. The critical aspect was that she felt the sound should be pitched and resemble some
other aspect of her practice; otherwise the sound was too loud and got in the way of understanding her voice:

"Obviously, in the practice, the most important thing is that you really hear your voice and what you’re doing in order for like, like understanding what you’re doing with your muscles... If those three muscles had their own particular pitch, then I would know exactly which muscle is working. The sound that I get is like an analogue sound sort of like another static, which is like, constantly very abstract. When you get like a very determined pitch on the piano, you know, very clear."

The system does not respond to the pitch of the voice in this way, so it is easy to understand why V1 would have become frustrated as she tried to focus on this in her practice. Despite her understanding the reaction to changing her posture and small ancillary gestures at the piano, these were largely connections to movements while playing and speaking, but not singing. When singing, the examination of pitch response and audio cues of performance became critical and was not able to be met.

V1: Week 4 Debriefing

At the end of the study, the same issues remain: "I would notice that if I would speak, then something different would happen. Or if I would move, when I would hear that something happened, if I move if I bend it to the front, or the back or something, but if I was still, it was like a constant sound." After speaking during the previous debrief about the VoxBox’s response to movement, V1 expressed frustration at both the system’s lack of responsiveness to pitch and also at her own struggle to separate these concepts in her mind. Sound is V1’s medium in her art and understanding of her technique, and the VoxBox’s sonification of her muscles interfered with this practice:

"[I would tell myself] okay, this is not responding to my sound, but it’s responding actually just to my muscular movement, like physical muscular movement... if you would hear something that is imitating the same pitch that you’re doing, following your rhythm, or doing a harmony instead, if you would have found the fundamental of the pitch. That also gives a feeling that it’s relating to the sound that I’m projecting, and sound is the thing that I’m working with. I didn’t see any relationship to it. That’s why it felt unnatural."

Regardless of the specific qualities of the sound, V1 comments that it is the non-pitched aspect and its contrast to her voice which caused her to "have to divide my attention." She felt it was "really tricky" and that she had to "remove one side of the headphones and "uncover my other ear to actually notice and connect deeply with my sound and my resonance." She felt that, perhaps with more training or guidance in a traditional teaching setting that she could have better understood the sound design, as she did her own voice:

"Perhaps I needed help recognising different pitches that the device could produce, so I could have paid more attention to all the sounds. I think I would have needed you to show me. This is how this it should sound when it’s interacting with changes on your muscles, you know, and then I would have known what to pay attention to."

This mirrors back to her own teaching; although she speaks with her students about relaxation and fluidity in the body while singing, V1’s students are also learning to focus heavily on their sound. She elaborated that, like in her own practice, she has her students use a tuner app while singing,
using the app’s XY plot GUI to get her students to "reach the line." At the same time, she remarks that "what makes a great singer more than the actual fact of being extremely accurate on the pitch. I don’t think any I don’t think the being in pitch makes you a great singer. I think it’s how you create the moment, and that has to do with the ability to connect with your body with yourself in the moment and just explore it." This suggests that, although there feels to be some dichotomy between the physical and audio presence of the voice, V1 explores her body and movement through her sounds. The control over and connection to the body is felt physically through this pitch-based audio representation.

In response, V1 suggested that, if not pitched, the audio feedback should be very different from the voice and have a percussive feedback, acting as an indicator or more of a cue when the muscular activation reached a certain tension or other point. This further adds to the desire for a guidance; such a percussive or cued feedback would provide a point of reassurance of the system, much like the tuner app. In this sense, if the feedback were "less of a [constant] pad, more of like a percussive frequency, then perhaps it would indicate, for example, if there was some more tension in the muscle or not."

V1: Micro-phenomenological Perspectives

When I present the micro-phenomenological accounts, I will narrate the vocalists’ experiences in present tense, as they would have described the evocation to me. I discuss some of the details revealed through the evocation of these experiences. Each specific experience explored is noted in bold. The structure of each experience is then presented in a figure, where the x-axis depicts the diachronic (successive) structure of the experience. The y-axis depicts the synchronic depth of the sensory perception in a singular moment. I have used arrows to show how these small perception details form the larger overarching moment in the experience. As well, I have depicted these details by their modality: tangible sensations in red, auditory in yellow, and emotional characteristics in blue. There were no visual details uncovered when the vocalists and I inquired further about what they noted during the experience. If the vocalist was able to identify the location of these sensations somewhere in the body, this is also noted in a bubble placed above their description.

It is important to note that, if we had explored a different moment or other aspects of the chosen experiences, the details revealed would likely have been different. However, we expect to see that the overall structure of repeated experiences might be similar or reveal consistent stages or aspects of interaction through the experiences (Petitmengin, 2006; Petitmengin et al., 2018).

Experience 1: In a micro-phenomenological inspired interview, we explore some of V1’s feelings of frustration and disconnect (Figure 9.5). In the first moment, V1 explored a moment where she was not able to find a notable response from the VoxBox when she was changing her pitch and moving between different registers: "I didn’t feel like I was interacting with the sound while I was doing something, which made it a little bit like useless to me. I felt useless for the device, let’s put it like that way."

V1 begins an exercise where she moves between her chest and head registers to capture the greatest changes in her range and explore the VoxBox’s reaction. After a few alternations, she feels a sense of mismatch and notices no clear reactions in the pitch of the sonification, although she notes a "wobbling" in the audio feedback. She feels a sense of frustration and tries to consider why she is not hearing anything. When I ask her When you are feeling this mismatch, what do you feel?. She imagines her muscles as different pitches, where the muscles have different textures and layer over each other. They combine to make the tone of her voice; she hears them as separate tones which
work together to form a whole sound. She wants the sound design to behave similarly, where there would be an indication of each muscle's movement (she imagines multiple muscles, even though only one is being measured) and similar layering to create a harmony. In the end, she hears only small changes in the noise and feels frustration that the sound is too abstract. This is difficult for her to explain, but she remarks that she feels nothing happens when she expects it to. In the end, she moves on to try another exercise.

**Experience 2:** In the Week 4 interview, V1 and I again explore a moment of doubt and feeling useless for the device. V1 questioned her technique while practicing the sound production vocalise and **wondered if really that she was not moving her muscles, because of her own fault in her technique.** We uncovered some tangible sensations and as well explored her emotional experience while this moment unfolded (Figure 9.6).

The moment begins with V1 singing the first phrase of the articulation given for the sound production vocalise (singing descended from sol to do on ta). As she repeats the phrase, she becomes more and more frustrated that she cannot hear anything notable from the VoxBox in response. She hears only the "static" of the noise generated by the sonification. In this moment, she thinks that maybe there is something about her technique which does not register or cannot be picked up by the voice. She worries that, based on the tension needed to belt and use her chest register most of the time in Hindustani classical music, that her muscles are not moving properly: "if they [the sounds] are not moving, that means that my muscle is not moving... I'm either hesitant to think that perhaps my technique is not great. That's why nothing's happening... Or like, it's just that the muscle is moving always in the same way. So therefore, also everything sounds the same." When we explore **What does it feel like when you feel the sound is not working with your technique specifically?** she tells me that she feels a physical hesitance or that her movement is smaller or less active than it should be. Emotionally, this is paired with a sense of doubt and of personal misunderstanding of how the box is meant to work. In the end, the moment finishes with her conclusion that the VoxBox must not work with her specific vocal practices.
Figure 9.5: Experience 1 (Vocalist 1): V1’s sensory perception during an experience of mismatch and feeling "useless" about her interaction while exploring feedback for her register switches.

Figure 9.6: Experience 2 (Vocalist 1): V1’s sensory perception during an experience discerning the sEMG activation during her breath before a long phrase.
9.3.2 Vocalist 2

Vocalist 2 (V2) was able to connect better to her body and the sound while using the VoxBox. In her Interactivity Questionnaire, we see that her connection improved over the course of the study. (Table 9.2). She felt more in control in some moments than others, but overall more in control; additionally, the sound design felt more natural and she was able to make more connections between her movement and the sound over time. She remarked that she felt she was not able to communicate musically through the sound in the end; this was related to V1’s experience, wherein V2 struggled to multitask with the auditory feedback from the VoxBox and her own voice. As well, V2 felt the sound influenced her movements less over time, due to the nature of her connection with the system and also physical constraints of the design, which inform future versions of the VoxBox.

<table>
<thead>
<tr>
<th>Week 2 Debrief</th>
<th>Week 4 Debrief</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>I felt connected to the sound</td>
<td>Disagree</td>
<td>Agree</td>
</tr>
<tr>
<td>I was able to communicate musically through the sound</td>
<td>Neither Agree nor Disagree</td>
<td>Disagree</td>
</tr>
<tr>
<td>I felt in control of the sound</td>
<td>Disagree</td>
<td>Neither Agree nor Disagree</td>
</tr>
<tr>
<td>The sound felt unnatural to work with</td>
<td>Agree</td>
<td>Disagree</td>
</tr>
<tr>
<td>The sound felt like an part of me, an extension of my body</td>
<td>Disagree</td>
<td>Disagree</td>
</tr>
<tr>
<td>I found the sound unresponsive and hard to control</td>
<td>Neither Agree nor Disagree</td>
<td>Neither Agree nor Disagree</td>
</tr>
<tr>
<td>I was able to make connections between my movement and the sound</td>
<td>Disagree</td>
<td>Agree</td>
</tr>
<tr>
<td>The sound influenced the movements I was making</td>
<td>Agree</td>
<td>Disagree</td>
</tr>
</tbody>
</table>

Table 9.2: Vocalist 2’s responses on the Interactivity Questionnaire, depicting some positive (e.g., being more connected to the sound, feeling more in control) and negative changes (e.g., feeling more certain about being unable to communicate musically).

V2: Week 2 Debriefing

V2’s initial experience was of intrigue and exploration around the spontaneous connections she was able to make between her movement and the audio feedback. She was able to make connections between activity in her body and an increase in the activations she heard in the sound, that when she was engaged and started to sing. Specifically, she attributed what she could hear as a tension, for instance in the resistance of holding long notes for varying time lengths. This was also associated with a relaxation or movement in timekeeping or acting as a "metronome" with the body, wherein the looseness and tension "would help in also these muscles moving."

However, she worried a bit about her other non-vocal gestures interfering with what she felt were more technical muscular activations expressed through the sonification, that "they would like confound, I don’t want to stop the movement." This might suggest that, although the muscular
activations are still laryngeal, V2 perceives a separation between accompanist gestures such as postural shifts, figurative gestures like ancillary body sway with the groove, and effective gestures to achieve vocalisation specifically (e.g., those "technical" muscular activations she wanted to focus on). This separation was related to a struggle V2 normally feels in her practice, where she finds it hard to remember that her physical tension and reducing strain on her body are still, if not more, important when she focuses on the execution of more difficult technical passages. Being aware of this relaxation helped V2 to become aware of the unintended tension in her body:

"When I’m singing a hard passage, and I move a bit, like I [try to] liberate. I always felt that the harder and the stiffer I should be, I can focus on getting it correct. And I sometimes realise it’s actually it’s the other way around. If I move a bit, then actually, I don’t know, something in my body makes me able to sing that passage."

However, V2 described her relationship with the VoxBox at this time as only a "basic communication." She wasn’t sure if she would ultimately be able to musically communicate through the sound because of the spontaneity of the relationship. Often, she would be able to hear a response in the auditory feedback but unable to determine quickly enough in the moment what she had done to influence the system. When trying to go back and find that activation again, V2 noticed her consciousness and efforts to recreate the behaviour removed the natural approach she originally had, making it hard to receive the same interaction from the system — the awareness undoes the instinctive behaviour.

"I heard a change and I tried to seize it later. So it was like I was, I can’t remember what I thought at the beginning. Because at the beginning, I wasn’t thinking. I reacted to it."

"When I’d be singing, like the chorus of a song twice, I’d feel that in some specific part, there could be something [an element of the audio feedback] that keeps happening. But of course, because I repeat that, it doesn’t happen again. When I’m spontaneously singing it... I guess your body will change. I mean, you will not be singing it as spontaneously as you were... Every song and every day has its mood."

As with V1, we see V2 also attributes difficulty with the system to a personal failure: she wonders if her technique is lacking in complexity or is too comfortable and not engaged enough, resulting in missed connections with the system. In spots where she things she should hear a response from the VoxBox, for instance in her breathing or in her register changes, she feels as though she has limited control over her voice. In some of her breathing exercises, she is able to match the expansion of the breath to the sound feedback; at other times, the response is more ambiguous and "harder to interpret."

"It’s hard to control my voice. I was starting to wonder if maybe the way I sing doesn’t, because like I’m an amateur singer at the end, like I’m not training my muscles. I’m not breathing the right way. I’m just singing [standard] works."

V2, although a very active vocalist, took her lack of professional training as the reason for the system’s varying response to her movement. She remarked that she worried she was singing in a non-engaged way and was being too "lazy" about her body and movements during her practice.

"I hardly ever feel the need to stand up in order to sing in my jam sessions. There is no microphone, and I’m just sitting crossed [legged], singing like this. So I mean, this probably says something. Also, it’s maybe I’m too comfortable in that singing style."
V2 also struggled at times to work with the feedback as a sonification. For her, she felt distracted when trying to listen to both her voice and the sonification, adding to the feeling that she would miss the spontaneity of the interaction. This distraction caused a "sense of anxiety" and she wondered if a visual representation might be helpful although "even though it would be harder" in terms of concentration while singing. As well, she remarked that the feedback being noise felt unnatural, but that she understood why this was the case:

"If it’s very pitched, obviously, it would intervene with your own singing and you don’t want that. So it has to be something that would never come from you naturally. It has to be something sort of external that. It can’t be musical."

V2 was unsure of what qualities the sonification should have, but the suggestion that the sound should be something separate and unnatural from the voice suggests there is some difficulty in interacting with the muscular movement at the same time as the usual audio of the voice. The "external" quality should not interfere with the voice but perhaps is viewed as parallel to the existing auditory feedback.

**V2: Week 4 Debriefing**

By the end of the study, V2 was able to form several concrete connections with her body during her practice. She felt that the system was easier to work with after having spent more time with it and felt that "it’s definitely responsive. It’s a bit hard to control, but it’s not unresponsive. I could hear lots of variations in the sound." She responded that her movements became more pronounced during her practice as she sought to trigger more response from the system, although this was more tricky to do while singing difficult passages as she worried it would be too much movement. Especially in warming up and working with her posturing, she noted that she moved more and her "movements are exaggerated... it’s very much easier to hear sound" when playing with her body and positioning in this way.

As follow-up from the previous debrief, she also uncovered aspects of her auditory relationship with her voice. For V2, listening to herself is very critical during her practice and she felt it difficult at times to focus on the sonification because "I’m just so accustomed to always being listening to my pitch, that I cannot listen to anything else. I just can’t." This was a revelation for her, in comparison to the previous two weeks of practice, as to why she did not notice some sound changes easily or quickly, compared to others:

"I think remember what last time, I was telling you that when I take a big breath, this is when I hear some change. It’s because, when I’m taking a breath, that’s when I’m not singing. And that’s when I can hear... In the beginning, I was saying, 'I’m not hearing any changes,' no, there are subtle things happening [while singing]... I think I have a good ability to drown out sounds, which is something I do even like, if I’m concentrating."

V2 was able to make more connections in the moments where she was not actively listening to her voice (e.g., while breathing and working with posture). This did help her to become more aware of her breath and the regulation of her air through the breathing vocalises, where she was not singing:

"I’m going to do eight counts now because I want to run out of breath... It helped me understand what’s happening. How so? Just split in the sense that okay, it’s not, it’s not the breathlessness. It’s the silence."
Rather than focusing on her feelings of breathlessness, she found she was able to focus on the sound versus silence aspects of the sonification. This helped her to be able to tell where her focus was as she increased the duration of her extended phrases.

However, she had some other feelings about using the VoxBox in practice and, in terms of feeling as though the sounds were an extension of her body, she noted that "it’s not quite where I want it to be." This connection was beginning to form and she felt that, with more time and work to refocus her attentiveness, the connection could be improved to this stage. The ideal for this extension, as in my interactions, would be to be aware of the relation between movement and sound and begin to associate the sonification as an externalisation of herself which could be interacted with in a novel way. She felt that, in order to really qualify as an extension, she would needed to understand the feedback she was hearing in a more in-depth way and be able to know more specifically what was influencing the sound design:

"I could hear [the changes] but like 'extension of my body' is a level of knowledge... it has to be like a higher level of knowledge. That’s why I didn’t feel that yet. Although with more time, I’m not denying that it could be felt."

Again, the idea that the addition of the sonification was tricky to reconcile with the existing vocal audio remained. V2 felt again that it would be better to do something in a different "channel" that where she was already focused:

"What’s the best form of feedback? I think if it’s the same channel as the other thing that you’re actually doing it becomes really hard. Yeah, it’s like if someone is doing something visual, don’t give them visual feedback, give them other feedback."

Similar to V1, V2 also discussed a bit of her desire to have confirmation that she was using the VoxBox "correctly." Although she was able to make new connections between her action and sound and felt she could understand her behaviour better, V2 would have liked to have an external reassurance. She suggested having some kind of cue, similar to V1, that she was singing in an appropriate or ideal way:

"I don’t think that our bodies are alike so I don’t think it’s possible because of different references and other things, but if it were possible to get a beep when I’m in like, 'Okay, you’re good,' like a calibration?... It will be nice."

She also mentioned that having others to work with or a social aspect to learning and understanding the device would be beneficial, particularly when she was feeling lost or uncertain:

"To sort of see and understand what happened with other people, what other people are saying, and then sort of to build my expectation a bit would be helpful. Because even though that might bias the way I think, and I might be reinforcing things that I’ve read, at the same time, when a when you’re feeling a bit lost, it’s nice to grab onto something."

"Generally I would have liked to do this study with another participant like, putting us in pairs a bit. Yeah, maybe with another participant, just to get their feedback or to what potentially is not an option. But yeah, in a more collaborative fashion. Because sometimes it felt a bit lonely. Like, sometimes I didn’t feel motivated."

This highlighted some of the need for reassurance with one’s own body, to be able to gauge expectations and results according to what others were feeling. Although V2 understood that
different bodies are not alike and acknowledged that it could bias her own perception to hear from 
others, she felt the benefits of communication about the experience in moments of feeling lost or 
lonely in her experience would outweigh this potential risk.

Finally, it is worth mentioning that V2 felt at this point that her movements were less influenced 
by the sound she heard, although she connected them better. There was a sense of safety in exploring 
her breath and posture, and moving to other interactions was limited at times by the equipment 
itself being a bit precarious. She understood that "obviously, it’s a prototype" but that the setup 
process made her a bit apprehensive to move "as much as I would have liked to" or use it in contexts 
outside of her home, for instance with her ensemble. This affirms some of the original concerns 
presented in Chapter 7 during the development of the Singing Knit. When mentioning this to V2 
after the conclusion of the study, she remarked "that's a dream like to wear."

V2: Micro-phenomenological Perspectives
Together with V2, we used a micro-phenomenological interview in each of the debrief sections to 
explore her connection to her breath, which was made more obvious through use of the VoxBox.

Experience 1: In the initial Week 2 interview, V2 was exploring the sonification and still making 
this connection to her breath. She remarked that, when she sang longer notes, she noticed a 
change in the sound but she couldn't quite pin down what was happening. We further 
explored the sensory interactions that made up the moment of her noticing this interaction — what 
was going on at the time of her realisation (Figure 9.7).

First, V2 prepares her breath to sing a longer phrase. She notices that there is a change in the 
sonification, and this dies away as she begins vocalising. When I asked her How do you feel that 
has something has changed?, she says that she hears something "out of the norm." She is unsure 
initially of what that is, but notices the departure from the constant noise and then "tries to seize" 
the cause of the sound, but is unable. She determines that there is a change and hears an audible 
"rise and fall" in the sonification. Interestingly, she remarks that "her brain decides, not me," again 
reiterating that this is a more physical response than a cognisant or even auditory sensation. When 
I ask her What do you feel when your brain makes this decision?, she replies that her body responds 
— the decision of her brain is felt in her body. we further explored this sensation in the body as 
having a physical reaction, albeit not an easy-to-describe one, and that there is a "knowing" in her 
body as it "senses a change." As well, this change is felt with a notable emotion of happiness and 
V2 thinks to herself "I got it to work!" She does something that the VoxBox has picked up on and 
feels a satisfaction as she receives the response from the sonification. The experience ends as she 
notices the response dies away after she begins to sing.

Experience 2: In the second interview, another experience with the sEMG sonification around 
the breath is explored: V2 has begun to uncover her connection to her breath being a result of 
her changing focus while singing. In moments where she sings, it becomes harder to focus on the 
sonification as she "tunes out" other feedback besides her voice. We explore a moment together 
where she realises her shifting focus when she is breathing before beginning to sing, and 
"that's when I can hear" (Figure 9.8).

V2 knows that her breath is something which the VoxBox responds to. She is working on one of 
the breathing vocalises to test this interaction in repetition. She begins and takes an intentionally 
"big breath." She hears the sonification and again connects this to her movement. She then feels 
a sense of contrast, going from a relatively silent and continuous sonification to hearing the sound 
design. She realises this contrast is obvious without the sound from her voice. She notices this silence
and focuses her attention to the sound design. In this moment, she notices more subtle changes in
the sound design. When asked *What do you feel when you notice these subtle changes?*, she is aware
of her posture and small movements in her body. The awareness centers in her neck and shoulders.
She comments as well that she knows these small adjustments to her posture provide easy-to-hear
responses from the VoxBox, although it appears this comment was a more general satellite dimension
— rather than being specific to this experience, it is a justification she makes based on her previous
encounters. Her focus feels different than normal. She concentrates on the details of the sonification
becoming clear. When I ask her to explore *What do you feel when this sonification becomes clear?*
she feels that her attention shifts as she breathes and then just again before she begins to sing. The
experience ends when she begins to sing and the sound of the VoxBox is removed or "tuned out."
Figure 9.7: Experience 1 (Vocalist 2): V2’s sensory perception during an experience discerning the sEMG activation during her breath before a long phrase.

Figure 9.8: Experience 2 (Vocalist 2): V2’s sensory perception during an experience where she feels her changing focus while breathing.
9.4 Discussion

Thematic analysis of the two vocalists’ interviews revealed three main themes, which I have named 1) The voice is its audio, 2) The necessity of community, encouragement, and "correctness", and 3) The infallible technology and the body and self to blame. These themes capture many of the individual points in the analysis highlighted above, and reveal further detail about similarities between the two experiences for discussion. In a reflexive manner, I again use my experience in the vocal context to organise the results; as well, I detail how the participants’ specific musical backgrounds (Hindustani classical and jazz/contemporary improvisation, respectively).

9.4.1 The voice is its audio.

This theme captures some of the major difficulties both vocalists found in working with the VoxBox. Feedback about the body was delivered through sound; however, this created a barrier to understanding at times because, as indicated by both of the vocalists, it occupied the same sensory channel they were already focusing on — the auditory feedback of their voice. The VoxBox was designed for auditory feedback intentionally to operate in the same channel already being used, to avoid forcing attention to another sensory modality. Again, the sound was intended to be as non-overlapping with the vocal audio as possible, using filtered noise as its base and having no pitch or percussive aspects which might interfere with what the vocalists were singing.

V1 expected the feedback to respond similarly to her voice in terms of pitch; for her, this would have provided more valuable feedback about what she was doing. For V1, sound is her media for creation: she describes it as “the most important” part of her practice and needed the sonification to relate more directly to the sound she was projecting in order to feel natural. V1’s primary practice in Hindustani classical music revolves around her pitching; she uses a tuner for constant focus on the demands of the specific raga she is practicing. As we see from the micro-phenomenological analysis, V1 also had an existing image of her voice and how her physiology worked. In her mind, the most important components of her interaction were based around her sound. In some sense, as we see within the described images of her muscles combining to create the timbre and characteristic of her voice, she understands her body as a sound. To her, her body occupies a very important in both her own practice and in teaching her students; yet, we see there is a massive importance also placed on the pitch of the voice, rather than the kinaesthetic experience itself.

V2 expresses a similar feeling of distraction and inevitably tuning out the sonification at times when she was singing. We see that she was able to connect to the sonification well when she was not actively vocalising, for instance in her breathing exercises and when working on posture and alignment. She remarked that the feedback should be given in another channel, for instance as a visual representation; even though it would have been "harder to learn," it would have been separate from the audio feedback she was already listening to. Her focus was also very divided at times.

This further affirms that the understanding of the voice is entangled with its auditory feedback, as is the basis for the sEMG as a form of direct control. Both vocalists were very conscious of their bodies and felt that this connection was more important than anything else, yet the audio feedback was how they understood what they were doing. They both felt additional feedback about the body should not be communicated as audio. If they were relating to their practice and understanding their voices and bodies through aspects of her timbre and pitch, then it makes sense that the vocalisation would be disruptive to their existing imagery. The sonification of muscle movement is “too abstract,” as a sound, compared to the existing feedback they are normally focusing on.

This suggests that the vocalists use audio feedback as a metaphor already; they have found a mapping to what they hear and know how to react physically, even if they cannot describe verbally...
what that reaction is. The audio feedback is an explanation for the physical action; in a sense, when hearing X the vocalist knows to take one course of action, and when hearing Y, they know to do another. The existing vocal audio feedback is, in these cases, being used as an explanation for and is entangled with the physical action. This seems to be a sort of sensory translation process (Ekman and Rinott, 2010; Wirfs-Brock et al., 2022), which mirrors the different perceptions and descriptions of vocal interaction discussed so far in this thesis: Aspects of the sound utilise a tacit understanding of what is going on internally. This is then described or communicated to others through abstract metaphor. Competition for attention appears to disrupt this sensory translation for understanding.

In moments where there was no active vocalisation for V2, using audio feedback might not have been so disruptive because there was no pre-existing attention to sound. Rather, V2 explained that she was focusing on her movement and feelings of relaxation in her posture. Perhaps, with attention to the physical feelings of tension and relaxation, the sonification was able to provide a parallel source of reference, making it easier to understand and react to.

Overall, this theme perhaps leaves us with more questions than answers; although we see in Chapter 5 that audio is not the only sufficient source of feedback for vocalists in their performance and in Chapter 6 how vocalists rely significantly on tactile and visual references to understand and teach the voice, it is clear vocalists critically rely on hearing their own voices. In this sense, perhaps less of audio feedback’s importance is noticed because it is extremely difficult to talk about normally. Vocalists hear their movements, as it were, but explain them through visualisations or movement. V2 was able to connect some specific sound characteristics of the sEMG feedback to her movements, which demonstrates that sound feedback can provide auditory images to accompany kinetic experiences; similarly, although V1 was not able to make a specific connection, she did mention that it might be useful for the VoxBox to convey muscular tension in the body as consonant and dissonant chords instead. Both vocalists also mentioned briefly that having a percussive sound might also work, as it was extremely different from the vocal sounds and might be better to act as more of a "cue" to muscular activation, rather than as something musical to interact with.

This suggests that the vocalists are actively making connections and building imagery between their sensory experiences in different modalities, which can provide a reference for this more abstract (Wirfs-Brock et al., 2022); however, providing an additional sound to an action pathway already so reliant on sound was difficult for the vocalists to understand, even though the sound design was intended to be as "non-vocal" as possible in using a non-pitched noise as its source. This may also explain why V1 wanted the feedback to behave as her voice did, perhaps to then match the existing way she understood her practice. For V2, she did not give attention to the feedback, similar to what she does with other sound sources while singing; her musical background means many of her performances are in noisy environments. Perhaps moving towards tangible or visual interaction might be the most beneficial for some singers who rely more on this existing audio imagery. Even in this case, where the auditory interaction was designed to occupy a space around the vocal audio feedback, the addition of new auditory stimuli forced the vocalists to divide their attention.

The voices seem to then be understood inseparably from its audio. Although the singers were very cognisant of their bodies when describing their practice, they struggled to work with the separation of the laryngeal movement and the disruption from the sonification. The audio is heavily responsible for the innate understanding of the voice, almost to the point of exclusivity. When describing the voice in her micro-phenomenological interaction, V1 relates the movement of her muscles to tones and pitches; V2 describes her awareness as a change she can hear based on something her “brain decides.” The link between movement and fine-tuned motor control is determined on sound, linking the awareness and sensory experience of the body to its sound is a very fuzzy, overlapping way. This reliance on audio feedback for motor control and understanding of physical interaction is a sort of translation between the senses; this is not a sensory experience found in other places in the body.
and is unique to the voice.

9.4.2 The necessity of community, encouragement, and correctness.

In the vocalists’ feedback, we see also the need for reassurance and correctness in their movement. I say “correctness,” because this is a difficult aspect of vocal pedagogy to assess: different bodies move in different ways and the experience is unique to each vocalist; in Chapter 6, we see how vocalists use metaphor to approximate this experience, leaving a wide range of “correct” behaviours. As well, singing practice is usually meted on the resulting sound, rather than the movement of the body (except in cases where it is overtly visual that a behaviour is less than ideal, such as with poor posture).

Despite the study being explained as a chance to explore their relationships with their body and being reassured that there was no expected behaviour or outcome, both V1 and V2 expected and wanted to have some kind of affirmation that what they were doing was correct. This might suggest some kind of participant bias, where the openness of the study directive left the vocalists wanting to make sure they were hitting the mark with their participation (Howell et al., 2021), but might also suggest that, especially when learning a new interaction method or practice, the reassurance or confirmation that what they were doing was more important than how connected they felt with their own body. V1 usually measures her performance with a tuner or against the piano to attend her focus on pitch. V2 relies often on her ensemble to gauge her practice and is typically operating in a semi-structured environment where the musicians each supply improvisation ideas and direction. For both musicians, the task might have been generally daunting considering the specific demands of their respective genres and limited experience with completely free-form exploration. This is similar to my own experiences breaking out of my classical Western background; it is difficult to create outside of the boundaries of where we have been trained, as this creation is inherently conflated with what we view to be correct and “good.”

Both vocalists commented that they would have wanted me to show them where their movements were and what to pay attention to; V2 also discussed her desire to work with others while using the VoxBox, despite knowing and acknowledging that it would bias her. Again, reflecting on the difficulty of vocal pedagogy, a teacher can only guide while working with the body; although there are certain things to be aware of, the teacher would not be able to tell the student a yes or no that they were moving and acting correctly because the correctness is too varied. A vocalist must be able to learn what is healthy or comfortable and what is not; some singers have different physiological abilities than others, making the mark of “correct” a constantly moving goal post. In the study, I did act as a teacher when introducing the feedback and when leading the vocalists through the exercises they did in the latter half of the study. However, I would not have been able to tell them explicitly where they would feel a connection (doing so would have likely biased them to find or force connections), and in a realistic sense it was uncertain, from a researcher standpoint, where these connections would happen anyway. It was as much an exploration from the research side as it was on the participant side to see what connection resulted from the interaction. My own experience with the VoxBox is unique to my body, imagery, and other perceptions while singing. As with other teachers, I was only able to guide, not confirm or score the participants.

However, the need for this reassurance and indeed the community aspects are very intertwined with learning and technology use in unfamiliar contexts: we learn from watching and mirroring others’ behaviour forms a good deal of our own practice. In this sense, we are biased towards what we are taught or what others are doing; perhaps by providing the singers with a specific reference or example, I might have been able to teach them to listen for particular sounds and learn the sonification as a data source (Wirfs-Brock et al., 2021), but there is no real ground truth to this
interaction and it would have likely influenced what they heard in their own interaction. This highlights how the feedback and information provided in the learning process influences perception of individual, personal parts of our lives, and indeed our bodies themselves (Homewood et al., 2021). If it is important and natural to seek confirmation from others about individual experiences, particularly those involving the body, it is important to make sure information is shared in a way where interpretation and internalisation in one’s own body is still the chief goal. The use of the VoxBox and similar technology then shares a similar risk with vocal pedagogy and other physical practice (e.g., sports education); it is easy to judge our experience against someone else working with a different tool, and this might potentially lead to pushing too hard or physical harm. When engaging with technology, we must make sure to actively direct focus to the body and work against instincts to compare, as we would with other instances of learning.

This may also be a reflection of the learning process being conducted online instead of in-person; the difficulty in understanding and measuring abilities is something which voice teachers are generally struggling with in a post-pandemic era. When working with voice teachers throughout this PhD, several told me that they were struggling to keep their lessons filled because students saw “no point” in doing virtual voice lessons. There is a value (whether actual or perceived) for vocalists in being able to reference another person and to experience “ideal” use during the learning process. This may also draw again on the importance of the audio to understanding what is right or wrong — vocalists assess their sound and learn over time and with practice to recreate behaviours which reproduce that desired sound goal. Without a reference and consistently working independently, both V1 and V2 felt it was hard to tell what should be expected of them and their behaviour. Both commented that they “didn’t understand what it is doing,” at times without this guidance and affirmation of the “expected behaviour,” as V1 notes.

9.4.3 The infallible technology and the body-self to blame.

Another interesting facet of the interactions observed with the VoxBox lies in the moments of disconnect and failure. There was a personal association to the interaction seen with the both vocalists: getting a clear reaction and connection from the VoxBox was reassuring and encouraging for V2 in her ability. For the moments where she was disconnected, and a majority of V1’s experience, the disconnect was generally viewed as the fault of the self and body, rather than the technology. Neither vocalist commented that they thought the VoxBox was broken, worked badly, or was poorly designed. If there were such feelings, perhaps they were not shared with me, as the designer, to avoid sharing negative feedback. On the other hand, the vocalists shared many worries that, somehow, their actions or techniques were to blame:

V1 worried her technique was somehow incompatible or that she just did not understand the device as a fault of her own. In not understanding the relevance specifically of pitch-related feedback in her Hindustani classical practice, her design within an assumption of Western classical practice potentially influenced this feeling of “poor” technique, going so far as to reinforce colonial ideals of Western classical as the pinnacle of vocal technique. V2 doubted her practice routine and wondered if her practice was too "lazy," resulting in underdeveloped muscular movements. She remarked that she had not been practicing technique recently, using her limited time to rehearse with her ensemble. Although this encouraged her a bit to spend more time "challenging herself" in the future, we see the negativity that can be placed on one’s own perspective of themselves by technology. This may also link to some of the elitist narratives around classical Western vocal technique as being the established “best” practice; knowing my own vocal work, V2 remarked at one point how her work is “not like what you do,” and diminished her practice in comparison to my own. However, other than cultural preference toward particular vocal genres as being more “skilled,” there was no explicit
reason to think that her doing jazz improvisation, as compared to my Western art song and choral work, would result in less success with the VoxBox.

Beyond perceptions about vocal culture, there is a feeling that bodies must adapt to technology, rather than the other way around (Mice and McPherson, 2022), or that technology is somehow "infallible" and knows best. When something goes wrong, the vocalists jumped to blame themselves, rather than considering that maybe the device was at fault. We see how then technology can shape perception and the body itself (Homewood et al., 2021; Spiel, 2021). Reiterating again the previous theme, using technology, whether intentionally or not, as the source of ground truth or "typical" qualities about the body can neglect the individuality in experience. With the entanglement of our bodies with technology, this can influence our behaviour and perception of our movement, for good or for bad. There are any number of reasons that the sEMG might have been difficult to use in this study. Perhaps, in a way interesting to design research, it was because the feedback disrupted an existing audio-motor pathway, as discussed above. It might have been as well difficulties in employing the technology at times, for instance, in getting a consistent electrode placement as discussed in Chapter 7 or just getting used to a new interaction method. However, these vocalists placed some kind of trust in the technology. When it did not work the way they expected it, this was interpreted as a personal fault.

When designing technology, it is important to acknowledge the role that this interaction has on our perception of self and ability. With a restrictive view, we may fall into the trap of the "quantified self" and influence thinking about our bodies by conveying "ideal" or "normal" response in biodata feedback (Lee, 2014; Prpa, 2020; Spiel, 2021). In this study, it is clear that this is also dependent on the design of the technology itself and our entanglement with it (Mice and McPherson, 2022): by providing a context which was too open-ended or exploratory in nature, participants did not have enough confirmation of their actions or the ability to gauge whether their expectations were appropriate. This can also create feelings of being lost or uncertain. Individual interpretation and perception should be acknowledged to avoid over generalising experience; yet, guidance with reflection on that could be used to create encouraging environments for difficult tasks such as exploring movement or learning new skills. This mirrors how vocal teachers instruct on technique as well.

There is however a mismatch between the design goal, to create a probe which allowed for exploration of the vocal technique through novel feedback, and the vocalists' expectations of the technology. Both vocalists had an expectation of the VoxBox to tell them something about their body and practice, rather than for it to be used as a channel for them to explore their action. Most of the technology we interact with in a daily basis tells us something about the world; it is very rare for technology to be oriented towards exploration, leaving participants of somatic studies looking for an answer (Howell et al., 2021). Although I had specified when briefing the participants initially that each individual interaction would be different, this expectation remained. I included the musical connection aspect on the Interaction Questionnaire to observe how the sonification quality and interaction played a role in their practice. In fact, the sonification had been designed to be as "non-musical," (I would argue that such textured sounds are indeed "music," but this is another entire debate) being without pitch or rhythm and acting as a texture to support the voice. This fact was given to participants during the briefing and in the end neither V1 nor V2 felt musically connected to the sound (as I expected); however, the vocalists were disappointed in this, with V1 experiencing a feeling of it being “useless” in her practice and V2 being unable to multitask with her musical performance and an external sound. In the design, I may have addressed my own interests or needs for my practices, which did not align with the needs of the vocalists.

It is also important here to then discuss the burden of the participants in working with technology designed for exploration of the body. Because there were no set goals for its use, we see that
the vocalists were unsure of their interaction and wanted to have more guidance. V2 mentioned that doing this study on her own was a bit "lonely" at times. Without an expectation, or with an expectation that did not match the actuality, as in the case of V1, the vocalists might have placed blame on themselves (Howell et al., 2021). Additionally, the pressure of the situation of participating at all might have caused these negative associations; both vocalists are very passionate about teaching and holistic connection with the body. They were excited to work with the technology as a contrast to some of the more traditional methods of teaching, which ignore individual perception and bodies; even after facing some difficulty with the VoxBox, both vocalists still contributed helpful feedback on the sound design and expressed interest in the continuation of the work. With such personal investment, it is natural that a participant bias might have emerged, creating pressure on the vocalists and resulting in blame when things went wrong in their understanding (Howell et al., 2021). For the researcher or designer, it is still valuable to acknowledge failure and to build on feedback. When working with participants, it is important to acknowledge how technology shapes perception, be proactive about these feelings of doubt, and foster a communicative and caring environment, especially when working with movement and body perception.

9.4.4 Motivations in Externalising the Body

The major affordance of sEMG is that we are able to capture aspects of internal movement, which is normally perceived through proprioceptive sensing, as external feedback. The technology could function within the quantified self paradigm, providing a marker against which vocalists measure how much laryngeal tension they should have or judging the control over their muscles as being sufficient or not. Whether such a device is possible is unclear, but probably unlikely given differences in physiology. Philosophically, the VoxBox comes from the opposite direction, intending to provide a backdrop and context for exploring lived experience by externalising sensory experiences which are not normally conscious and providing new insights into individual interaction. This suggests that other sensing methods can also be used in the design of interactions for exploration with the internal, particularly through biofeedback.

However, considering the above theme, it is important to acknowledge the role that this interaction has on our perception of self and ability from an ethical consideration. In this study, it is clear that connection to the data through embodied understanding is also dependent on the design of the technology itself and our entanglement with it (Mice and McPherson, 2022): by providing a context which was too open-ended or exploratory in nature, participants did not have enough confirmation of their actions or the ability to gauge whether their expectations were appropriate. This can also create feelings of being lost or uncertain. Individual interpretation and perception should be acknowledged to avoid over generalising experience; yet, guidance with reflection on that could be used to create encouraging environments for difficult tasks such as exploring movement or learning new skills. Although there was no direct quantification of the self, as one might see on a fitness tracker, and the interaction was designed specifically as a probe to explore embodiment, the inability to connect with the feedback provided resulted in misinterpretation of action and ability (Fogg, 1998; Kitson et al., 2018; Prpa, 2020). This can be seen in related work, wherein participants attempt to fit themselves and their bodies to an interface (Mice and McPherson, 2022), rather than believing the interaction should be adjusted to their needs. This highlights that "quantification" of the self is not just a numbers game, and these expectations of performing to a system, rather than the system performing to you, are entrenched in the way we view and interact with technology (Homewood et al., 2021; Mice and McPherson, 2022).
9.4.5 Links to Personal Experience

This experience with the VoxBox was very different from my own work with it, which I believe is derived from the expectations and goals of the interaction. As discussed above, the vocalists who worked with the VoxBox experienced moments of disconnect and interruption with the sonification. They struggled to balance the reliance on the audio of their voice with the audio produced by the VoxBox. Looking back on my experience in Chapter 8, it is a stark contrast to my feelings of connection with the same sonification.

The largest disparity between the experiences is the use of auditory feedback as an effective method for engaging with the vocal embodiment. In a sense, the VoxBox did achieve its goal in awareness of physical movement, largely centered around awareness of the breath as an unconscious activity, and reflection on the engagement in one's own practices. However, V1 and V2 did not feel this was an appropriate channel; rather, they felt it interrupted their practice at times and were only able to really engage with it when they weren’t focused on singing. Although initially I was surprised by the overwhelming difficulty in working with it, the feedback suggests that the attention to the vocalists’ existing perceptions and expectations was perhaps missing in the design:

My position as designer allowed a different perspective to the work with the sonification and perhaps shaped my focus when using it. The vocalists were asked to incorporate the VoxBox into their existing practice. On the other hand, while I did use the VoxBox in my existing practice, I went into it with the flexibility of a designer: I was able to change things which did not work and I evolved with it through its development. In a sense, the state of the VoxBox perhaps reflects my own interaction and perception of my body — the setup and choice of the muscles examined was based on my own connection with it and the sonification itself, as a breathy, noisy entity, reflects the more compelling relationship I experienced with the system in my breathing. In this way, I have shaped the system more as an artifact of my relationship with my own body. This opens up avenues for interaction and expectation: I am experimenting with what works best and tweaking parameters as I find relationships, allowing me to shape it to my understanding of my body. When something does not align with my expectations, I instead feel fault as a designer or engineer, rather than as a singer, because I know the inner workings of the design.

For the other vocalists, I have simply provided them with a tool for exploring their vocal practice and they have an expectation of how it works. The VoxBox was designed as a probe for exploration, not as a device for providing feedback on correct singing practice; however, the participants of this study attempted to fit it into a success narrative. This authority on the part of the technology is something I did not experience in the same way: after working with it for so long and adapting with it, I was more apt to think something was wrong with the sonification or sensing (although I did typically blame my skills). On the other hand, the vocalists trusted more the authority of the VoxBox, without the experience of its inner working, and were more prone to thinking there was something wrong with their own behaviour.

In this way, the role of the designer provides an agency over the technology in some forms. Although it may be an annoying, pesky thing to work with, the designer generally would place frustration on the design and their influence over it. For another user, the technology has an authority and expected role, leaving the blame to be passed to the body and the self. In this way, I had a very different experience than the other vocalists did. I worked with the sonification as with learning any other skill, gaining better connection the longer I used it. For the vocalists, the expectation of "success" in using an exploration probe might have prevented them from reaching this level of dialogue between the body and the feedback.

However, the VoxBox did achieve for each vocalist what it was intended to do — to disrupt and destabilise the existing vocal practices by highlighting and bringing attention to a very small,
often unconscious movement in the body. Namely, there was an experience of divided attention when expectations were not being met which caused the vocalists to evaluate their movement and response: in the micro-phenomenological interview I participated in, we uncovered the feelings of being torn and loss of control as a result of unexpected response from the sonification. Similarly, V1 and V2 both experience this sensation of divided attention which clashes with their images of what they are doing with their voice. V1 expects to hear a pitch as she visualises and hears an image of her muscles as tones, layering together. V2’s awareness of the sonification fades away when she begins singing, contrary to her expectation, because she cannot bring her focus away from her voice. I remain silent and expect the sonification to follow my lead, but it activates at my small movements and pulls me away from my focus in the duet. In all cases, there is a feeling of self-fault at this divided attention. For the other vocalists, the blame was placed on imagined poor technique or lazy practice. In my case, as the designer, I blamed myself and my design practices for the unexpected response. The "bespoke" design centred around my practice perhaps reveals more about my evolving relationship with it. Were the other vocalists able to engage in this way with the inner working of the technology, perhaps this role in the relationship with it would have been more of a dialogue, as I experienced, than with a sense of authority.

9.4.6 Future Work

This work with the VoxBox suggests future study in conveying biofeedback for interacting and exploring tacit knowledge. Although the VoxBox accomplished its goal as a probe for exploring embodied relationships between the vocalist and voice, it is possible to inform further "success" in designs where it would be beneficial to provide sensations of correctness and reassurance to the user. We see in this specific case that the auditory channel of interaction revealed an understanding about vocal embodiment because it disrupted the existing interaction. Namely, the need for interaction in different and combined modalities seems chief: while I was able to interact well with auditory feedback, V1 and V2 had varying levels of success. V2’s encounter with auditory feedback in her non-vocalised movements suggests that more attention needs to be given to the different, individual imagery pathways being used. This could suggest interaction modules developed for quick switching of sensory modalities; for instance, using a voltage output device which allows a user to test audio, haptic, and visual feedback methods in practice, to compare or adapt as they find is most helpful for them. Varying imagery abilities might require more flexibility or options in biofeedback. Again, this would benefit from lessons learned from studying voice teachers: providing the ability for an individual to internalise information in their own understanding. Perhaps using tangible or visual externalisations might be more useful for some singers who rely more on this existing audio connection; future work might incorporate flexible rendering of this externalisation through different modalities to allow for more reactive exploration of lived experience through sensory domains which better match individual embodiment. In these cases, frustration and connection may be linked to different modalities for different people. It will likewise be worthwhile to work on bespoke designs and mappings for individual users, for instance through a co-design strategy or workshop environment where vocalists are able to explore different modalities of biofeedback, mappings between their biodata and the feedback, or even other sensors beyond sEMG.

Continuing with the attention to bodies and diversity of experience, it is worth noting that working with other participants would have likely yielded different results and interactions. Future work would benefit from the exploration of similar internal-to-external sensory translation, either within the vocal context outlined here or through the development of further probes for internal sensory experiences. For instance, sports sciences and other movement-based artistic practices would be key areas for further iterations of this type of study. In this vein, it would likewise be beneficial
to further explore vocalists’ perceptions of their bodies as instruments and their interaction with their physical experiences in singing, aside from technological mediated activities; adding to previous research on singer identity (O’Bryan, 2015), this type of introspection will provide a "baseline" of how vocalists view this relationship with their body-instrument and highlight individual perspectives going into further studies with biofeedback. Additionally, the use case presented in this paper deals with a month-long exploration in an isolated, remote study. Conducting the study in person or with a longer time frame might have shaped the experiences differently, providing better support contexts to work through frustration during the interaction and ample time for learning the internal-to-external translation as it evolved over different lengths of use. As suggested by V2, it might be worthwhile to conduct this type of study by comparing explorations of such lived experiences in a group setting to a solo activity.

As well, it would be worthwhile to study this connection between imagery and which feedback methods work better for different people. Imagery ability was not measured for this study, and it would be interesting to conduct a study focused more specifically on feedback modalities compared to individual imagery aptitudes. In allowing participants to switch between different modalities and work with methods they find they are more comfortable with, we may also see further connection between multi-modal imagery and understanding of the body. Letting vocalists find their own modalities would potentially allow more control over the entanglement with the technology, creating environments which work to suit individuality. This is further reflected in my own experience with the sEMG sonification; through adapting and evolving the technology to suit my needs and explore paradigms I found interesting, I was able to explore my singing more enjoyably and thoroughly with the sound design. By providing bespoke elements to the interaction design or allowing users to adapt it over time to their needs, we would likely find similar aspects of understanding as I experienced, and the creation of more artifacts which express an individual relationship. If the VoxBox is a culmination of my own understanding of my voice, perhaps further artifacts and probes using sEMG for vocal interaction would emerge in different ways when designed by other individuals.

9.5 Conclusion

In conclusion, extensive work with other singers using VoxBox toolkits for vocal sEMG interaction revealed how sonified biofeedback played a role in the perception and understanding of movement. The vocalists had varying experiences with the feedback, including feelings of connection to breath and posture alignment, but also distraction and disconnect with vocalised action. This suggests that, for some users, sonification interrupts with existing auditory-motor associations and that vocalists understand, albeit in a non-verbal way, their voice through its audio. There is a sensory translation mechanism between the feedback a vocalist receives: physical sensations within the body are mapped to auditory information, which is further coded through abstract metaphor to be easier to understand and articulate. These working parts are blurred together and can be difficult to parse out individually. Technology can influence movement and also personal, emotional perception of the body or self. Users can find exploration difficult, seeking confirmation or "correctness" from technology. When this is lacking or unclear, it is easy to believe the disconnect to be because of personal fault or poor interaction technique. Through this study, we see the importance of feedback and how technology shapes the body itself. Attention to individual understanding and existing perception is important; rather than creating wholly new interaction paradigms, it is important to acknowledge and work with existing imagery to augment experiences, rather than replace or recreate them. This suggests the use of multi-modal feedback when providing information about the body, and working with users to create understanding for their individual perception.
Chapter 10

Discussion

Vocalisation for singing is a complex physiological process. Control over these actions and understanding of action-result mappings is rooted in often wordless tacit knowledge of the body. Because the connection to the voice is obscured from others and known tacitly from the point of view of the vocalist, it can be difficult to interact with the physical voice directly. More often, technology is developed using indirect methods of audio processing and translation. In this thesis, I have worked with my own vocal practice and other vocalists and voice teachers to explore the physical side of singing.

From the studies in this thesis, we can see the entanglement between technology and user, as well as between the user and their body. The experiences and interactions with the world shape how we perceive our movement and bodies. Through these interactions, we form ideas and understanding, and this experience is continually formed with more information in a cyclical way. Focusing on the body and interacting directly with movement, I have been able to uncover more understanding of this embodied use of the voice from the perspective of the vocalist.

From the initial study, we see how vocalists use multi-modal imagery to adapt to performance conditions with AAF. Actions are regulated with both auditory and tactile feedback; when auditory feedback is disrupted, tactile connections can be used to maintain timing and continue singing. Depending on the goals of the performance (e.g., whether to stay explicitly in time or to have more expressive play with the beat), vocalists are also able to change their focus and execution. From working with voice teachers, we see how this connection between imagery and understanding of the voice is expressed. Teachers use abstract references and metaphors to explain and teach fundamental vocal practice. The abstract experiences are explained in a way which is non-domain specific and appears to be pre-linguistic; that is, the understanding does not depend on the linguistic metaphor itself, but rather the abstract understanding is articulated through language.

In order to understand the underlying images and focus on the body, this thesis work developed a novel method of vocal interaction through sEMG. Focusing on the physiological movement of the body, vocalists were able to interact with directly movements they use to control their singing, but which they are not normally conscious of. This externalisation of the movements, in breaking away from normal practice, revealed several facets of the perception of the body active in singing and insights into vocal behaviour, including feelings of control and disconnect from the body and awareness of unconscious movement. As well, the use of the sEMG interaction impacted the movement and perception, encouraging certain behaviours such as breathing and examination of posture, as well as causing doubts in other parts of the practice.

10.1 Addressing Research Questions

There were several key takeaways from this thesis work which address the research questions outlined in Chapter 1. I will start with the sub-questions and build back up to address the main research
question as a summary of the findings of this thesis.

SQ1: How do vocalists use abstract mental representations of their actions, through musical imagery and metaphor, to perform, understand, and speak about their vocal practice?

This research demonstrates that the pathway from vocalist intention to vocal execution is composed of many working parts. The underlying understanding of the voice and using it is very blurred between different interaction modalities, so much to the point where the vocalists have difficulty separating them. This reveals some of the true intricacy of tacit knowledge and perhaps why it can be very difficult to explain or teach such practices. For this particular research question, the compilation of the work with vocalists in adapting to AAF, teaching vocal fundamentals, and interacting with the body through biosignals reveal a cyclical understanding of this action that is adapted depending on the environment. From this work, I have extended Dunbar-Wells’s model of teacher metaphor translation (see Figure 3.2 in Chapter 3) to include the cyclical adaptation of this understanding (Figure 10.1):

To recap Dunbar-Wells's understanding, the teacher’s metaphor is encoded into mental, sensory-based imagery, which then informs neural responses (Dunbar-Wells, 1997). As in the Functional Equivalence theory of imagery, this neural response is active whether the action is actually executed or only imagined. This neural response triggers movement, then vocal execution. In this revised model, I instead begin with the other side of this process, from the understanding of the vocalist/teacher. Combined feedback from auditory and kinaesthetic sources, for instance the timbre of the voice and the tension in the abdomen, respectively, is received and processed. From here, the physical adjustments are noted, mapping behaviours to what they experience. This mapping is stored in imagery based on the composite sensory information. This process happens unconsciously; the body receives feedback and the mapping is internalised. The way the vocalist verbalises or expresses this is through metaphor. This can take the form of different modalities, depending on personal meaning. As discovered through interviews with the vocal teachers, this metaphor is often non-domain specific, meaning vocalists pull references from other life and outside, non-vocal contexts to explain this understanding.

On the bottom half of Figure 10.1, we see Dunbar-Wells’s original model of metaphorical translation to execution, which is nearly the same as the process of mapping reversed. This decoding happens when metaphors are used as references for actions; the process then begins again as new feedback is received and the encoding is adjusted. It is likely this happens when vocalists rehearse and are able to run through this cycle repetitively with practice. It appears then that voice teachers have co-opted a portion of this feedback cycle, supplementing the source of the mental image to help stimulate the formation of imagery, again with the vocalist applying a personal meaning to the reference and creating that mental imagery.

This model is likely generalisable to other similar body-based practices (e.g., dance, sports, meditative practices) when executing and learning other activities where abstract action-reaction is mapped to imagery and expressed through metaphor. In this case, I have listed the sensory modalities which were uncovered through working with vocalists during this PhD; it is of course reasonable to believe olfactory and gustatory experiences are also involved in forming imagery, but were not prominent in these instances.

From this research and the resulting model, we can gather a couple key takeaways which are extendable beyond vocal practice:
Metaphors and abstract language work in communication by getting around tacit knowledge’s linguistic, contextual barrier. As seen in the work done with voice teachers in this thesis, metaphors work because they directly address what makes tacit knowledge so difficult to express or communicate to others: they do not directly address the knowledge. Metaphors rather approximate understanding and are intentionally vague in a way where they can be interpreted by an individual within their own understanding. As with imagery itself, they play with personal meaning to strengthen the connection: by referencing other life outside of the target context, they establish a relevance which makes sense. As well, they subvert the difficulty of describing linguistically one’s tacit knowledge by using unrelated easy-to-understand language or move completely away from language, instead using gesture or visual references to describe. In this way, metaphor facilitates sensory translation between modalities and helps us to express one sensory experience in terms of another.

Vocalists view the body and voice in a congruent, hard-to-separate way, which reflects the multi-modality of mental imagery. As seen from work with the VoxBox, the understanding of the voice is very tangled between auditory and kinaesthetic feedback. This is so much so that the modalities are linked together, for instance VI understanding her body and the movement of her laryngeal muscles through an auditory reference. Because of the way that both auditory and kinaesthetic feedback are mapped in the vocalist’s imagery, the movement and the control of the body can be physically understood through sound. Even in practices which are very body-based, with vocalists detailing the practices they carry out to become aware of their body, the modality of understanding the physicality is not always physical or tactile. As seen also with the voice teachers, visual references were heavily used to understand the alignment and movement of the body and the muscles. Vocalists understand their bodies through a mix of modalities, which are hard to separate from one another, as shown by the areas of frustration when working with the VoxBox. It is possible that the audio representations of the voice are so important in this understanding because of the emphasis placed on sound over body; although vocalists turn their attention to more holistic pedagogy, the imagery they rely on has been constructed with an emphasis on auditory feedback, interlinking even further the understanding of the body through sound.

This entanglement between imagery modalities may also explain why auditory imagery alone
was not linked to better adaptation to delayed auditory feedback in the study outlined in Chapter 5. At the beginning of this thesis, I had assumed auditory references were straightforward and the primary driving factor for vocalisation; however, we see that multi-modality entangled individual understanding is more likely. Thinking of the voice as a vibrational practice, as discussed with reference to Nina Sun Eidsheim’s work (Eidsheim, 2015) in Chapter 3, Section 3.2.4, might contextualise these observations. The experiences of the living body in a vocal context “transcend audition,” experiencing sound not only through auditory but also tactile, spatial, physical, and material means (Eidsheim, 2015; Stadnicki, 2016).

SQ2: How can we use biosignals capture the internal sensory experience of singing by conveying aspects of low-level muscular movement during singing?

This thesis applied surface electromyography for biosignal feedback to convey information about internal movements while singing back to the vocalist. This thesis explored ways in which sEMG can be applied in a vocal context to detect laryngeal movement. As well, the development of the Singing Knit demonstrated ways in which technology developed in one context can be co-opted into other areas. By using familiar materials and creating bespoke garments, existing technologies can be adapted to fit into the cultural context of another domain: in this case, sEMG sensing methods with rigid electrodes were employed in a performance context through a knit wool collar, designed specifically for the wearer’s anatomy. The medical perception of the electrodes was adapted for a performance context, allowing both contexts to have presence; the knit collar provided a flexible, comfortable application, but the reference to the placement highlighted aspects of physiology present with the original use.

We see, both from an autoethnographic perspective and from working with others, that this provided a sense of the body’s movement, but rather than capturing the internal sensory experience of the vocalists allowed for an examination of the typical understanding and perception of movement:

Biosignals such as sEMG can be used as a probe for understanding experiences and to help with sensory translation. The ambiguous nature of sEMG, combined with the fact that most of the muscular movement examined was very unconscious, provided rather a "playground" through which vocalists could explore and experiment with their bodies through sonification. The sEMG does not always trigger when expected and this instead causes a sort of dialogue with the system. To quote Nicolls (2010), it seems beneficial to approach such sensor-based biosignal feedback as “an entirely collaborative approach and therefore one that involves at least directed improvisation and, more likely, fairly extensive improvised exploration.” The improvisatory nature of similar work with sEMG (Erdem and Jensenius, 2020; Tanaka, 2015) and other biofeedback sensors relating to internal sensory experiences (Cotton et al., 2021a; Tsaknakaki et al., 2021), the nature of the behaviours as unconscious allows performers to explore the physicality of their movement, note effort and resistance in their body, and unpick elements of interaction which they were not previously aware of. At other times, there are still unexplained interactions; sometimes nothing works at all and sometimes the feedback is visceral and provides a sense of connection and understanding with the body. In a sense, biosignal feedback presented in this way mirrors the experience we have with our bodies on a day-to-day basis; the ever-changing nature of our bodies is not completely understood by us and there are many aspects of physiology which are still a mystery to science. Biofeedback in this way presents a way to translate some of these movements and aspects of experience which we perceive but are not consciously aware of, into another modality through which we can learn and explore.
Biosignal feedback can provide insight into existing imagery and help form new images. As seen in my own interactions and the interactions with other vocalists, biosignal feedback can provide insight into imagery use by subverting our typical actions. Much like the exploration with AAF in Chapter 5, biosignal feedback disrupts the existing action paths in singing; in our somaesthetic context, we break away from the habitual, and in doing so realise qualities of our actions and behaviours that might have otherwise been subconscious or forgotten about. For instance, my autoethnographic exploration revealed interesting residuals from vocal upbringing; my posture and attention to “proper” classical behaviours was revealed when I started to move my neck and jaw to receive feedback from the vocal sEMG. I had also forgotten so much about my own breathing. These intact images of posture are pervasive and deeply ingrained in my performance behaviour. Likewise, we see in Vocalist 1’s difficulty with the audio-centred biosignal feedback that her existing imagery is already audio and pitch dependent. With the disruption of her normal practice, we were together able to uncover how she views her voice — visually aligning to produce the timbre of her voice — and understand more of the imagery she uses to understand her pitch and timbre. In the interaction with this new feedback, our imagery and the feedback also become entangled and evolve together (Frauenberger, 2019; Tuuri et al., 2017); knowing more about our interaction through this biosignal feedback causes us to change our actions, furthering this cyclical relationship. This requires that shortcomings of systems like the VoxBox and its single-modality feedback be addressed to ensure that feedback is most useful for individuals. In addressing this, I see two facets where biosignal interaction would be most interesting to research within vocal pedagogy: first, exploring how vocal educators and students can use biosignal feedback as a metaphor for mapping understanding of the feedback to vocal experiences. Similarly, this could involve iterating through and adjusting the feedback to provide references to and encourage new imagery formation. Secondly, designing around individual interpretation, as a necessity when using biosignal feedback, as a way to help students to understand themselves and their bodies through an iterative co-design.

SQ3: How does the real-time sonification of sEMG signals influence perception of movement and create new connections between the vocalist and their body?

Through using sEMG as a probe to explore the connection between vocalist and voice, we have uncovered a number of ways in which interaction with novel feedback can bring awareness to an existing practice and perceptions of the body. The voice is not only part of the body, but also a source of identity and character, as are other parts of our physicality. The entanglement with technology, especially in contexts which are very personal and deal with a sense of identity such as singing, shapes the practice itself. With interaction, this feedback can dictate movement and change perception of the body, whether for good or bad. The expectations and actuality for design do not always match, particularly in somaesthetic-based research such as this, where the technology was placed into an existing practice to observe the change in action and perception. From the work with other vocalists, we see the positives and negatives that this kind of probe can bring to an interaction — as researchers, we must strive to work with others in a way that, while challenging practice and learning about interaction, does not subvert the existing relationships in a negative way. Some general takeaways from this research question include:

Bringing internal experience outside the body allows us to perceive the interaction differently and influences our behaviour. Interaction, with and without technology, shapes our understanding of the world in a cyclical way. In this research, we focused specifically on an internal sensory experience which was embedded in larger action paths and largely unconscious. With biosignal feedback through sEMG, we can make someone aware of their movement in novel
ways. This awareness changes perception of movement and indeed the movement itself. From my own interaction with sonified sEMG, I found myself more aware of aspects of my breathing and felt more inclined to move in particular ways, at times in ways that I had been specifically discouraged from doing as a vocal student. The addition of this feedback led to its pursuit and actions which produced more detectable movements, rather than "good" vocal behaviour. For other singers, while being able to make connections between movement and sound, this experience changed the existing imagery pathways and made their typical actions more difficult at times. At times, this led to play, for instance experimentation with posture and attention to the breath through longer vocal phrases. At other times, the feedback made the vocalists aware of how crucial auditory feedback was in their normal activity and helped them to explore how they understood their movement as a result of their vocal sound. Through changing the sensory feedback in an activity as well-known and refined as singing for these vocalists, we were able to not only see how perception changed, but also details about the relationship as it exists normally.

Control over the body is a variable sensation which must be negotiated in interaction. As mentioned previously, the variability of the body is an aspect of daily life, and one which is very well-known to singers. The body is not the same every day; engaging in practices which rely on refined action execution requires a dialogue with the body and taking care of the relationship with it. Knowing when we are tired and going easy on ourselves is just one example of this negotiation of control. Working with sonified sEMG augmented these feelings of control and being controlled. Where vocalists were able to successfully feel in control, there was a sense of understanding and empowerment over the interaction; at other times, the sonification did not respond as expected, leaving feelings of frustration and disconnect, as if the body were a separate entity. In this way, the sEMG is representative of existing control and communication with the body. For myself, after having lived with the sEMG for such a long period of time, I began to feel more flexible with the communication, allowing a conversation rather than forcing a behaviour from the sonification. As with the body itself, I can only force a behaviour so much; however, I can learn to listen and react, to trust and collaborate with my voice and acknowledge some of the constraints on my movement as part of my own physiology. This is dynamic with an ever-changing physiology; work with sEMG feedback highlights this relationship and partnership with the body.

Even when explicitly exploring, users still desire reassurance and confirmation of "correctness" in their interaction. As seen in work with other vocalists using the VoxBox, exploration of movement and negotiating this relationship can be difficult. Even when aware that they were meant to be exploring and that there was not an expectation for the interaction, the vocalists wanted reassurance that they were behaving correctly. But, what really is correct behaviour in this case? The ideal scenario would be that the vocalists were able to uncover something interesting about their movement; this is not something which can be deemed correct or incorrect with a research probe such as the VoxBox, or even a person other than the individual using it. This might indicate a sense of uncertainty when working with this kind of technology — working with an exploration probe is an uncommon experience, as we are used to technology providing some kind of ground truth or performing a specific task.

Users can view technology as being infallible: we must be aware of the influence of the technology on self-perception. To add to the previous point, there is often expectation that technology is always right. As the designer, I had a different, more intricate understanding of the system than the other vocalists. From their view, the VoxBox was expected to behave a particular
way; for instance, for V1, she expected the sonification would reflect her vocal audio. This difference in expectation is often attributed to a failure on the part of the user; if the system is not responding in the expected way, then it must be that the user is not doing something correct or well. This did result in an awareness of one’s actions, but the idea that technology is infallible leaves difficulty for such exploratory probes. Self-blame or questioning of one’s well-refined practice is obviously not the goal. However, it is interesting that this expectation mismatch fell on the fault of the user.

We can then return to the main research question addressed by this thesis:

How are vocalists able to control parts of and interact with their bodies through internal sensory feedback, when such feedback and action is hard to articulate or even conceptualise except in abstract representation.

The most notable finding of this thesis is perhaps that vocalists can not control their voice — at least, not every part of it. Rather, this relationship is more of a collaborative one, much like other partnerships with the body. Rather than controlling the vocal physiology, vocalists have an inherent understanding of their voice and work with it. In fact, although I focus on control dynamics when interfacing with the vocal physiology, I would, in future research, not refer to body-based interaction with an idea of control at all. Instead, ideas of partnership and cooperation might be more appropriate for this kind of interaction with the body; this is extendable to other kinds of work in NIME and HCI research.

Through multi-modal feedback and mental imagery, vocalists understand their action-result paths in individual ways. The body and voice are one and the same, and collaboration with it, while difficult to explain outright, can be captured through the flexibility and ambiguity of metaphorical representations. This allows another person to understand an individual’s connection with their body and provoke new understanding in their own connection. Similarly, we use sonification of internal laryngeal feedback — a metaphor in its own right — to encompass knowledge about the body in an alternate modality and express the vocal presence as an external sound. This can help vocalists to create new connections with their bodies.

On the other hand, without proper situation of technological interventions and their role in body-based interaction, representations like this data sonification can lead to confusion and self-blame. Much like metaphor mistranslation in vocal pedagogy, modality flexibility and iterative communication are needed to form novel connections to the body. Designers of such musical instruments and body-based interactive devices, such as myself, must be aware of our influence in the relationships between individuals and their bodies. We might think about bodies in a more material-conscious way, as having their own qualities and influence in the interaction. We would like to have complete control over our bodies, but we do not and cannot possibly achieve this. This is even more true (rightly so) for the bodies of others. We are made up of our environments, locations, age, backgrounds, genetics, cultures, contexts, and physiology. Many of those things cannot be controlled or are variable on a day-to-day basis; there are many background process in the body we do not understand in current science, and many which are autonomous and operate even in our conscious absence. Recognising we cannot control everything but instead embracing uniqueness and variability and, indeed, messiness can in fact offer insight into new designs and interactions and lead to deeper connection and appreciation of the body itself.

10.2 Implications for HCI

From these takeaways, there are a number of implications for HCI which could inform future work.
The understanding of metaphors and how they operate with ambiguity can inform many further design choices. In working with technology that deals with skill transfer or other learning environments, it is worthwhile to acknowledge that metaphors go beyond the simple UI symbols representing particular tasks (thinking specifically of Shneiderman and Maes's (1997b) discussion of Desktop Metaphors and direct manipulation) and are capable of representing more complex tasks (Blackwell, 2006). Here, we see how multi-modal feedback can function as metaphor; incorporating abstract references in the same ways as teachers do, with enough ambiguity and non-domain specific content to guide but not direct, would likely help users to create stronger associations of workflows and personal connection to their knowledge. In the same way, the incorporation of multi-sensory feedback would likely allow users to adopt relationships which suit their individual experience and understanding. Through the study of metaphor as used by vocal teachers, I have proposed a model of sensory-based knowledge transfer which uses the key principles of vocal metaphor — requiring no pre-existing domain-specific knowledge, working independently of language, providing ambiguity, and intentionally limiting what is communicated (Chapter 6, Figure 6.2). Extrapolated beyond the vocal context, we can see the balance between the two agents (human or technological, or some combination thereof) and how mutual understanding is negotiated by centring the metaphor in and translating knowledge through lived experiences.

This work also encourages the use of biosignals such as sEMG for the design of systems which can be used to probe experiences and perceptions of action. During the course of this PhD I have created valuable hardware which will provide the basis for future designs and explorations with sEMG feedback, namely the VoxEMG platform (Chapter 7, Figure 7.17) and the Singing Knit (Chapter 7, Figure 7.22). By providing feedback in different formats or allowing users to define the interactions as they learn more about it, as I did during the design of the VoxEMG, it is likely that we could create bespoke instruments and other interactive devices which work with the user’s understanding of their body. Rather than producing a one-size-fits-all device, we could allow users to create artifacts which reflect their own perception and experience.

The biggest implications from this thesis are in the understanding of human perception of action and the self and how this plays a role in interaction with technology; and, with entanglement theory, how this interaction then plays a role in perception of the self. The pathways which humans understand and communicate about sensory experience are indeed complex and often rely on the blending of different sensory modalities together; however, this understanding can be disseminated through the use of metaphor. When we insert technology into these existing relationships, we must be conscious and careful of how it will impact the existing imagery and expectations. As well, we would likely benefit from being flexible in how we convey information, as a good voice teacher would.

In understanding more about sensory translation and how information about the body can be understood in other modalities, such as the voice being understood through its audio, we can direct future research in sensory sketching and sharing of experience through more than just verbal channels. Practices such as body mapping (Boydell et al., 2020; Cochrane et al., 2022) and material speculation (Friske et al., 2020; Wakkary et al., 2015; Wirfs-Brock et al., 2022) are garnering interest in their ability to describe wordless experiences in new ways and study human perception. Through such multi-modal "sketching," future studies may be able to uncover further detail of the blending of sensory modalities. In this way, we may be able to determine the more intricate ways that we understand tacit knowledge, especially in regards to internal sensory experiences. As well, we may be able to provide wider sensory varieties in communicating and sharing our experiences with others. I have also demonstrated through this work, as well as through papers published around this work, how the micro-phenomenology discipline can be used within an HCI context to investigate the unfolding of experiences and general structures in interaction. This work has provided the basis of micro-phenomenology to the NIME and CHI communities, outlining methodology and
demonstrating strategies for examining tacit knowledge for future work in HCI.

Finally, interaction with the body relies on a variable level of control; we are used to situations where we are unable to do things we would like, at the restriction of our physical bodies. However, when expectations are not met and the known or desired action-to-result pathways are disrupted, this can lead to self-doubt, feelings of disconnect from the body, and questioning of one's behaviour (potentially in a negative light). In situations where technology is designed for exploration or challenging behaviour, it should be noted that this relationship can be played with successfully along a spectrum. If the control or expectation is completely violated, the result will likely be a feeling of total disconnect or even "uselessness." This research suggests that users view technology as producing some kind of ground truth; if it does not interact the way they expect it to when relaying information about their movement or body, it can happen that they view themselves at fault. However, if a user is able to maintain a dialogue and understand the changing control, the interaction becomes more natural, as if improvising; some moments will work well, and others will not. In this balance lies creativity and challenging dynamics for exploration, playing with the movements of the body, and understanding more of how we move and interact with the world around us.

10.3 Personal Reflections

Before concluding this thesis, I want to briefly discuss some of my own personal reflections on having done this research. The goal of this research was to understand more about the vocalist-voice relationship. From my own interest, this research was valuable to understanding a piece of my own tacit knowledge, having practiced this craft over many years but knowing just how little I understood about it. Singing feels like having a super power at times; I can just change key or transpose something without thinking at all about it, which is something other musicians must consciously do. However, the general consensus which vocalists sometimes receive from other musicians is that singing is something everyone can do, and therefore it requires less skill than other instruments.

Reflecting on this research, I see just how much more complex and multi-faceted this relationship with the voice, of control over the body as an instrument, and adaptation on a day-to-day basis is. When I began this thesis, I had really envisaged the vocal experience as many of us do: purely as its audio. This is perhaps a factor of my own bias and musical culture creeping in; I hope that, since the beginning of this thesis I have broken away from the neglect of the physicality and “fetisisation” of aurality in Western classical vocal practice (Stadnicki, 2016). Although I knew the effort of my body while singing, I had never made many of the connections between the feedback and experience I was having. Through the awareness of my body and the role of even a very small muscle in my practice, I am better poised to give attention to the breadth of sensory experiences that shape our experiences in the world. Especially following my autoethnographic work, I also appreciate that the way I understand my body — we do not have a direct, spoken communication, but I know and trust that we understand each other. And through acknowledgement of the things I cannot change, I can learn to listen the materiality of myself and grow, adapt, and create with it.

Having gone through this research, I can safely conclude that anything humans do — from the most mundane, daily rituals, to precise artistic craft — requires refined and delicate skill, control, restraint, and understanding. We are able to fully realise this through careful and practiced attention to our bodies and the knowledge they hold. Contrary to some of the modern ideologies of efficiency and rapid learning, taking time to slow down, explore, and unpick our habits is where the magic really happens. With this knowledge and practice, I hope this thesis is beneficial to research, art,
10.4 Conclusion

This research explored the relationship between vocalists and their voices through sensory feedback and perception of movement. Though a part of the body, attention when examining or interacting with the voice through technology is often focused solely on its sound. The vocalist however, has a multi-sensory experience, relying on interlinked musical mental imagery to perform their craft. This understanding and connection to the body is tacit but the control over the body and the vocal physiology is innate and highly refined.

Through different perspectives of inquiry, this research uncovered aspects of this relationship which further inform understanding of human perception and sensory experience. I have used mixed methods from a variety of contexts, uniting computer science, engineering, cognitive science, psychology, design, and musical interaction. Objective evaluations of vocal performance when relying extensively on musical imagery, as well as biosensing through surface electromyography were united with the subjective experiences of vocalists engaging in and teaching their vocal practice, as well as their interactions with their body through sonified laryngeal movement. I also approach this exploration as both a researcher and as a practitioner; applying my understanding of vocal pedagogy and personal experience to this interaction design has allowed me not only to inquire into the perception of other vocalists but also about my own practices.

This work uncovered how vocalists rely on multi-modal imagery to understand their voices. To share and communicate these experiences, abstract metaphor is used to make the sensory experience relatable to others. These metaphors work by relating to pre-linguistic understanding in a non-domain-specific way; they are informative enough to be understood widely and ambiguous enough to provide ample room for others to infer their own understanding.

From this research, I have developed a novel method for direct interaction with the vocal physiology through surface electromyography. As well, I have explored the adaptation of this technology in wearable contexts. Using this sensing method, I have uncovered a number of details about the embodied relationship between vocalist and voice. Namely, that vocalists formed new perceptions about their movement with the addition of sonified feedback. The interaction with this technology induced feelings of control and being controlled, mirroring the existing relationship with the body. As well, the interaction encouraged vocalists to play with their movement and to question their behaviour.

From this thesis, we can also see the influence of technology on these well-refined actions. When interrupting existing imagery pathways, the feedback became distracting or was tuned out. This caused feelings of self-doubt, blame, and disconnect from the body. However, in moments of control, the technology allowed the vocalists to explore their actions and make new connections between their movement and what they heard, creating awareness of previously unconscious behaviour.

In all, we see the importance of balance in control when working with exploratory tools and design probes. With a little ambiguity, these interactions can encourage creativity and expand on interaction, even going so far as to subvert existing behaviour in favor of pursuing the interaction. On the other hand, technology has the ability to create rifts in understanding. In acknowledging the variety of individual understanding and adapting to different sensory experiences, as done in vocal pedagogy, this balance can be further refined.

In future work in both HCI and in vocal pedagogy, this attentiveness to the multi-faceted sensory experiences of vocalists will be beneficial to encouraging dialogue with the body and understanding of fine-detailed perception. Through the findings of this thesis in how this embodied relationship is
perceived, we see better how humans understand the connections with their bodies. In communicating tacit knowledge with respect to these varied experiences, we can better share our skills and understanding of the world and, hopefully, of each other.
Appendix A

Vocalists’ Use of Auditory Imagery

Additional figures and tables from Chapter 5.

A.1 Participant Demographics & Experience

<table>
<thead>
<tr>
<th>ID</th>
<th>Principal Instrument</th>
<th>Other Instruments</th>
<th>Nationality</th>
<th>BAIS-V</th>
<th>BAIS-C</th>
<th>Performance Experience (years)</th>
<th>Music Theory Study (years)</th>
<th>Formal Training (Y/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Piano</td>
<td>-</td>
<td>Taiwan</td>
<td>4.64</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>Guitar</td>
<td>-</td>
<td>Ireland, USA</td>
<td>5</td>
<td>4.86</td>
<td>10</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Flute</td>
<td>-</td>
<td>UK</td>
<td>6.14</td>
<td>6.14</td>
<td>16</td>
<td>10</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Voice</td>
<td>-</td>
<td>UK</td>
<td>4.79</td>
<td>5.5</td>
<td>18</td>
<td>11</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Voice</td>
<td>Violin, Guitar</td>
<td>UK</td>
<td>5.21</td>
<td>4.64</td>
<td>3</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Voice</td>
<td>-</td>
<td>UK</td>
<td>4.86</td>
<td>4.71</td>
<td>2</td>
<td>0.5</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Voice</td>
<td>Recorder, Piano, Clarinet</td>
<td>Portugal</td>
<td>5.79</td>
<td>5.71</td>
<td>20</td>
<td>4</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Piano</td>
<td>-</td>
<td>China</td>
<td>5.07</td>
<td>3.79</td>
<td>12</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>Sampler/EDI*</td>
<td>-</td>
<td>UK, Australia</td>
<td>5.93</td>
<td>6</td>
<td>24</td>
<td>1</td>
<td>No</td>
</tr>
<tr>
<td>10</td>
<td>Voice</td>
<td>-</td>
<td>UK, USA</td>
<td>4.36</td>
<td>3.79</td>
<td>1</td>
<td>0.5</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>Voice</td>
<td>Guitar, Ukulele, Piano</td>
<td>UK</td>
<td>4.86</td>
<td>5.36</td>
<td>11</td>
<td>7</td>
<td>Yes</td>
</tr>
<tr>
<td>12</td>
<td>Voice</td>
<td>-</td>
<td>Costa Rica</td>
<td>5.57</td>
<td>5.79</td>
<td>11</td>
<td>7</td>
<td>No</td>
</tr>
<tr>
<td>13</td>
<td>Voice</td>
<td>-</td>
<td>India</td>
<td>5.64</td>
<td>6.21</td>
<td>9</td>
<td>20</td>
<td>Yes</td>
</tr>
<tr>
<td>14</td>
<td>Dhol</td>
<td>-</td>
<td>India</td>
<td>6.57</td>
<td>6.43</td>
<td>12</td>
<td>6</td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>Voice</td>
<td>Violin, Piano</td>
<td>UK</td>
<td>4.5</td>
<td>4.86</td>
<td>7</td>
<td>3</td>
<td>Yes</td>
</tr>
<tr>
<td>16</td>
<td>Guitar</td>
<td>-</td>
<td>Italy</td>
<td>4.14</td>
<td>4.86</td>
<td>10</td>
<td>10</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table A.1: Participant information including principal instrument, demographics, performance experience, and musical training provided alongside respective scores on the BAIS-V and BAIS-C subscales (*Electronic Digital Instrument).
A.2 Complexity Measure Correlations

Figure A.1: Correlation matrix between participant experience measures (BAIS score, years of performance experience, and years of theory study) and respective complexity measures for each piece calculated with MIDI toolbox functions (NB: \textit{ambitus} = melodic range (semitones), \textit{complebm} = melodic complexity, \textit{nPVI} = durational variability of note events).

A.3 Participant-Chosen Pieces

Table A.2 follows on the subsequent page.
<table>
<thead>
<tr>
<th>ID</th>
<th>Song (Artist/Soundtrack)</th>
<th>Key</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bizarre Love Triangle (Frente!)</td>
<td>Db maj</td>
</tr>
<tr>
<td>1</td>
<td>New Slang (The Shins)</td>
<td>C maj</td>
</tr>
<tr>
<td>2</td>
<td>Where No One Stands Alone (The Peasall Sisters)</td>
<td>Bb maj</td>
</tr>
<tr>
<td>3</td>
<td>There's a Fine Fine Line (from the musical Avenue Q)</td>
<td>G maj</td>
</tr>
<tr>
<td>4</td>
<td>Mr. Snow (from the musical Carousel)</td>
<td>G maj</td>
</tr>
<tr>
<td>5</td>
<td>Tears in the Typing Pool (Broadcast)</td>
<td>A min</td>
</tr>
<tr>
<td>6</td>
<td>Fantoches (Fêtes Galantes, Debussy)</td>
<td>C maj</td>
</tr>
<tr>
<td>7</td>
<td>City of Stars (Mia’s Solo) (from the film La La Land)</td>
<td>F maj</td>
</tr>
<tr>
<td>8</td>
<td>We Only Come Out At Night (Smashing Pumpkins)</td>
<td>C maj</td>
</tr>
<tr>
<td>9</td>
<td>American Pie (Don McLean)</td>
<td>E min</td>
</tr>
<tr>
<td>10</td>
<td>Voi Che Sapete (Le nozze di Figaro, Mozart)</td>
<td>Bb maj</td>
</tr>
<tr>
<td>11</td>
<td>Proud Mary (Creedence Clearwater Revival)</td>
<td>D maj</td>
</tr>
<tr>
<td>12</td>
<td>Bharat (from the film Manikarnika)</td>
<td>D maj</td>
</tr>
<tr>
<td>13</td>
<td>My Heart Will Go On (Celene Dion)</td>
<td>E maj</td>
</tr>
<tr>
<td>14</td>
<td>Agnus Dei (Krönungsmesse, Mozart)</td>
<td>F maj</td>
</tr>
<tr>
<td>15</td>
<td>Back Pocket (Vulfpeck)</td>
<td>D maj</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ID</th>
<th>MIDI toolbox Complexity Measures</th>
<th>Tempo</th>
<th>Meter</th>
<th>Beat Length</th>
<th>Bar Length</th>
<th>ambitus</th>
<th>nPVI</th>
<th>notedensity</th>
<th>tonalstability</th>
<th>complebm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(bpm)</td>
<td></td>
<td>(ms)</td>
<td>(ms)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>250</td>
<td>8/8</td>
<td>240</td>
<td>1920</td>
<td>12</td>
<td>39.117</td>
<td>1.1938</td>
<td>4.392</td>
<td>4.7504</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>130</td>
<td>4/4</td>
<td>462.54</td>
<td>1846.15</td>
<td>16</td>
<td>25.113</td>
<td>0.96104</td>
<td>3.1655</td>
<td>3.7666</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>70</td>
<td>3/4</td>
<td>857.14</td>
<td>2571.43</td>
<td>17</td>
<td>67.21</td>
<td>0.80288</td>
<td>3.9503</td>
<td>2.7102</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>60</td>
<td>4/4</td>
<td>1000</td>
<td>4000</td>
<td>19</td>
<td>38.486</td>
<td>0.95789</td>
<td>3.8457</td>
<td>3.8514</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>65</td>
<td>2/2</td>
<td>923.08</td>
<td>1846.15</td>
<td>17</td>
<td>36.571</td>
<td>0.92545</td>
<td>3.7231</td>
<td>3.6752</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>80</td>
<td>9/8</td>
<td>750</td>
<td>6750</td>
<td>15</td>
<td>37.887</td>
<td>0.92364</td>
<td>3.8757</td>
<td>3.6609</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>110</td>
<td>2/4</td>
<td>545.45</td>
<td>1090.91</td>
<td>19</td>
<td>40.137</td>
<td>1.272</td>
<td>4.0661</td>
<td>4.1736</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>120</td>
<td>4/4</td>
<td>500</td>
<td>2000</td>
<td>20</td>
<td>50.939</td>
<td>0.72189</td>
<td>4.7393</td>
<td>3.7685</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>60</td>
<td>4/4</td>
<td>1000</td>
<td>4000</td>
<td>19</td>
<td>43.81</td>
<td>0.84679</td>
<td>4.1044</td>
<td>3.5586</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>140</td>
<td>4/4</td>
<td>428.57</td>
<td>1714.29</td>
<td>24</td>
<td>42.181</td>
<td>1.1435</td>
<td>4.2247</td>
<td>3.9507</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>65</td>
<td>2/4</td>
<td>800</td>
<td>1600</td>
<td>17</td>
<td>40.844</td>
<td>1.5809</td>
<td>4.6399</td>
<td>4.9772</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>60</td>
<td>4/4</td>
<td>1000</td>
<td>4000</td>
<td>14</td>
<td>35.367</td>
<td>1.0896</td>
<td>3.7356</td>
<td>3.5572</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>60</td>
<td>4/4</td>
<td>1000</td>
<td>4000</td>
<td>15</td>
<td>33.401</td>
<td>1.1255</td>
<td>3.4381</td>
<td>4.3185</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>60</td>
<td>4/4</td>
<td>1000</td>
<td>4000</td>
<td>14</td>
<td>68.401</td>
<td>0.75</td>
<td>4.1741</td>
<td>3.6365</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>60</td>
<td>3/4</td>
<td>1000</td>
<td>4000</td>
<td>17</td>
<td>51.99</td>
<td>0.85535</td>
<td>3.7956</td>
<td>4.2806</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>90</td>
<td>4/4</td>
<td>666.67</td>
<td>2666.69</td>
<td>13</td>
<td>29.955</td>
<td>1.8895</td>
<td>4.5944</td>
<td>4.3794</td>
</tr>
</tbody>
</table>

Table A.2: Participant-chosen songs as performed with the reference tempo and key centre agreed at the start of the trials. Reference tempo and the first two bars for tonal reference were provided at the start of each trial. Timing factors and complexity measures are presented for each piece (NB: ambitus = melodic range (semitones), complebm = melodic complexity, nPVI = durational variability of note events).
A.3. PARTICIPANT-CHOSEN PIECES

A.3.1 Performance Combinations

<table>
<thead>
<tr>
<th>Task</th>
<th>Normal Feedback</th>
<th>Headphone Feedback</th>
<th>200 ms Delay</th>
<th>600 ms Delay</th>
<th>+ 1/4 Tone Pitch Shift</th>
<th>+ Whole Tone Pitch Shift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Toggled</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Toggled &amp; Voice Distraction</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>9</td>
<td>13</td>
</tr>
</tbody>
</table>

Table A.3: Performances included for each task-condition combination: The 1/4 Tone Pitch Shift condition was introduced after the initial five participants. Participants 6 and 13 did not complete the Toggled & Voice Distraction tasks and Participant 5 was not able to complete the performance in the Whole Tone Pitch Shift condition in the Toggled & Voice Distraction task due to time constraints.

A.3.2 Participant BAIS Grouping

<table>
<thead>
<tr>
<th>ID</th>
<th>Aggregate BAIS</th>
<th>BAIS Group</th>
<th>Performance Experience (years)</th>
<th>Music Theory Study (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>4.075</td>
<td>Low</td>
<td>1</td>
<td>0.5</td>
</tr>
<tr>
<td>8</td>
<td>4.43</td>
<td>Low</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>16</td>
<td>4.5</td>
<td>Low</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>4.68</td>
<td>Low</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>4.785</td>
<td>Low</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>1</td>
<td>4.82</td>
<td>Low</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>4.925</td>
<td>Low</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>4.93</td>
<td>Low</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>5.11</td>
<td>High</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>5.145</td>
<td>High</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>5.68</td>
<td>High</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>5.75</td>
<td>High</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>5.925</td>
<td>High</td>
<td>9</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>5.965</td>
<td>High</td>
<td>24</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>6.14</td>
<td>High</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>6.5</td>
<td>High</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>

Table A.4: Participant Demographics: Participants are ordered by aggregate BAIS score, demonstrating the median split and the relation of other demographic information.
A.4 Individual-Adjusted TRD Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>2</td>
<td>0.672</td>
<td>0.512</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>1.154</td>
<td>0.330</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>3.799</td>
<td>0.053</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>6</td>
<td>0.796</td>
<td>0.575</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>2</td>
<td>3.304</td>
<td>0.040*</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>3.628</td>
<td>0.015*</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>6</td>
<td>1.481</td>
<td>0.189</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>-0.646</td>
<td>0.519</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>0.721</td>
<td>0.472</td>
</tr>
<tr>
<td>1/4 Pitch Shift</td>
<td>-0.145</td>
<td>0.885</td>
</tr>
<tr>
<td>Whole Tone Pitch Shift</td>
<td>-3.69</td>
<td>3.05e-4*</td>
</tr>
</tbody>
</table>

(c) Group Pairwise Comparisons (Bonferroni-adjusted), Condition

<table>
<thead>
<tr>
<th>Condition A</th>
<th>Condition B</th>
<th>Estimate</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>Delay 600 ms</td>
<td>-0.127</td>
<td>0.984</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>1/4 Pitch Shift</td>
<td>-0.276</td>
<td>0.872</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>0.660</td>
<td>0.261</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>-0.149</td>
<td>0.976</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>1/4 Pitch Shift</td>
<td>0.786</td>
<td>0.139</td>
</tr>
<tr>
<td>1/4 Pitch Shift</td>
<td>Whole Tone Pitch Shift</td>
<td>0.935</td>
<td>0.0712</td>
</tr>
</tbody>
</table>

(e) Tukey’s HSD, Low BAIS Group, Condition

Table A.5: Full-factorial results from analysis of the effect on individual-adjusted TRD by interaction between BAIS Group, Condition, and Task.
A.5 Individual-Adjusted CV Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>2</td>
<td>0.233</td>
<td>0.792</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>7.321</td>
<td>1.33e-4*</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>7.323</td>
<td>0.008*</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>6</td>
<td>0.683</td>
<td>0.664</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>2</td>
<td>0.179</td>
<td>0.836</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>0.657</td>
<td>0.179</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>6</td>
<td>0.457</td>
<td>0.839</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>2.85</td>
<td>4.95e-3*</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>2.34</td>
<td>0.0205*</td>
</tr>
<tr>
<td>½ Pitch Shift</td>
<td>0.243</td>
<td>0.808</td>
</tr>
<tr>
<td>Whole Tone Pitch Shift</td>
<td>-0.0108</td>
<td>0.991</td>
</tr>
</tbody>
</table>

(c) Group Pairwise Comparisons (Bonferroni-adjusted), Condition

Table A.6: Full-factorial results from analysis of the effect on individual-adjusted CV by interaction between BAIS Group, Condition, and Task.

A.6 Individual-Adjusted MBs Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>1</td>
<td>2.646</td>
<td>0.107</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>2.615</td>
<td>0.056</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>0.319</td>
<td>0.574</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>3</td>
<td>0.977</td>
<td>0.407</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>1</td>
<td>0.051</td>
<td>0.822</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>0.363</td>
<td>0.730</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>3</td>
<td>0.261</td>
<td>0.853</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

<table>
<thead>
<tr>
<th>Condition A</th>
<th>Condition B</th>
<th>Estimate</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>Delay 600 ms</td>
<td>0.512</td>
<td>0.962</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>½ Pitch Shift</td>
<td>3.21</td>
<td>0.0325*</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>3.29</td>
<td>0.021*</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>2.69</td>
<td>0.0894</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>½ Pitch Shift</td>
<td>2.78</td>
<td>0.0625</td>
</tr>
<tr>
<td>½ Pitch Shift</td>
<td>Whole Tone Pitch Shift</td>
<td>0.0899</td>
<td>0.99</td>
</tr>
</tbody>
</table>

(d) Tukey's HSD, Low BAIS Group, Condition

Table A.7: Full-factorial results from analysis of the effect on individual-adjusted MBs by interaction between BAIS Group, Condition, and Task.
### A.7 Group-Adjusted TRD Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFn</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>2</td>
<td>0.355</td>
<td>0.702</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>1.213</td>
<td>0.304</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>0.010</td>
<td>0.921</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>6</td>
<td>0.470</td>
<td>0.830</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>2</td>
<td>0.549</td>
<td>0.579</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>1.815</td>
<td>0.147</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>6</td>
<td>1.081</td>
<td>0.377</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>0.00421</td>
<td>0.997</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>1.125</td>
<td>0.213</td>
</tr>
<tr>
<td>1/4 Pitch Shift</td>
<td>0.613</td>
<td>0.541</td>
</tr>
<tr>
<td>Whole Tone Pitch Shift</td>
<td>-2.00</td>
<td><strong>0.047</strong> *</td>
</tr>
</tbody>
</table>

(c) Group Pairwise Comparisons (Bonferroni-adjusted), Condition

### Table A.8: Full-factorial results from analysis of the effect on group-adjusted TRD by interaction between BAIS Group, Condition, and Task.

<table>
<thead>
<tr>
<th>BAIS Group</th>
<th>Effect</th>
<th>DFn</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Condition</td>
<td>3</td>
<td>0.367</td>
<td>0.777</td>
</tr>
<tr>
<td>High</td>
<td>Task</td>
<td>2</td>
<td>0.115</td>
<td>0.891</td>
</tr>
<tr>
<td>High</td>
<td>Condition : Task</td>
<td>6</td>
<td>0.817</td>
<td>0.558</td>
</tr>
<tr>
<td>Low</td>
<td>Condition</td>
<td>3</td>
<td>2.78</td>
<td><strong>0.043</strong> *</td>
</tr>
<tr>
<td>Low</td>
<td>Task</td>
<td>2</td>
<td>0.757</td>
<td>0.471</td>
</tr>
<tr>
<td>Low</td>
<td>Condition : Task</td>
<td>6</td>
<td>0.734</td>
<td>0.623</td>
</tr>
</tbody>
</table>

(b) Two-Way Interaction by Group (ANOVA Type II Tests)

<table>
<thead>
<tr>
<th>Condition A</th>
<th>Condition B</th>
<th>Estimate</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>Delay 600 ms</td>
<td>-0.118</td>
<td>0.996</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>1/4 Pitch Shift</td>
<td>-0.261</td>
<td>0.961</td>
</tr>
<tr>
<td>Delay 200 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>0.578</td>
<td>0.679</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>Whole Tone Pitch Shift</td>
<td>-0.143</td>
<td>0.993</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>1/4 Pitch Shift</td>
<td>0.696</td>
<td>0.54</td>
</tr>
<tr>
<td>1/4 Pitch Shift</td>
<td>Whole Tone Pitch Shift</td>
<td>0.839</td>
<td>0.41</td>
</tr>
</tbody>
</table>

(d) Tukey's HSD, Low BAIS Group, Condition
## A.8 Group-Adjusted CV Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFu</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>2</td>
<td>0.262</td>
<td>0.77</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>12.721</td>
<td>2.01e-07 *</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>0.017</td>
<td>0.91</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>6</td>
<td>0.513</td>
<td>0.79</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>2</td>
<td>0.225</td>
<td>0.79</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>1.220</td>
<td>0.31</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>6</td>
<td>0.394</td>
<td>0.88</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

### Condition

<table>
<thead>
<tr>
<th>Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay 200 ms</td>
<td>0.321</td>
</tr>
<tr>
<td>Delay 600 ms</td>
<td>0.527</td>
</tr>
<tr>
<td>1/4 Pitch Shift</td>
<td>-0.835</td>
</tr>
<tr>
<td>Whole Tone Pitch Shift</td>
<td>-1.64</td>
</tr>
</tbody>
</table>

(c) Group Pairwise Comparisons (Bonferroni-adjusted), Condition

Table A.9: Full-factorial results from analysis of the effect on group-adjusted CV by interaction between BAIS Group, Condition, and Task.

## A.9 Group-Adjusted MBs Analyses

<table>
<thead>
<tr>
<th>Effect</th>
<th>DFu</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>1</td>
<td>3.442</td>
<td>0.067</td>
</tr>
<tr>
<td>Condition</td>
<td>3</td>
<td>2.421</td>
<td>0.071</td>
</tr>
<tr>
<td>BAIS Group</td>
<td>1</td>
<td>0.106</td>
<td>0.745</td>
</tr>
<tr>
<td>Task : Condition</td>
<td>3</td>
<td>0.883</td>
<td>0.453</td>
</tr>
<tr>
<td>Task : BAIS Group</td>
<td>3</td>
<td>2.000</td>
<td>0.161</td>
</tr>
<tr>
<td>Condition : BAIS Group</td>
<td>3</td>
<td>0.567</td>
<td>0.638</td>
</tr>
<tr>
<td>Task : Condition : BAIS Group</td>
<td>3</td>
<td>0.155</td>
<td>0.926</td>
</tr>
</tbody>
</table>

(a) 2x3x4 Analysis of Variance (ANOVA Type II Tests)

### Task

<table>
<thead>
<tr>
<th>Statistic</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toggle</td>
<td>-0.629</td>
</tr>
<tr>
<td>Toggled &amp; Voice Dist.</td>
<td>1.46</td>
</tr>
</tbody>
</table>

(c) Group Pairwise Comparisons (Bonferroni-adjusted), Task

Table A.10: Full-factorial results from analysis of the effect on group-adjusted MBs by interaction between BAIS Group, Condition, and Task.
Appendix B

Understanding Vocal Perception

Interview prompts and imagery assessments from Chapter 6.

B.1 Interview Script & Prompts

The interview lasts approximately 30 minutes, but is open to last as long as the participant wants to discuss their teaching methods or background in vocal pedagogy. The interview was conducted in a semi-structured way, following these questions as conversational prompts and discussing in detail the aspects the teacher conveyed.

B.1.1 Intro & Background Questions:

This portion of the interview is just to get a general background of your teaching and singing career.

1. How long have you been singing, approximately? E.g., is it something you have always done, or did you develop an interest in it later?
2. What is your own most predominant style/what musical style do you most enjoy singing?
3. Are you regularly performing?
4. How long have you been teaching, approximately?
5. What style(s) do you predominantly teach?
6. Have you studied teaching practices (voice or otherwise) or have any certifications?
7. Do you speak any other languages (other than English)?
   - If YES: Did you undertake voice instruction in another language or do you teach mainly in a language other than English?
   - In this case, take note of the exact wording of any metaphors based in a language other than English from the teachers going forward.

B.1.2 How You Learned to Sing:

I want to know more about how you learned when you were a student. When you were a beginning voice student...

8. At what age did you have your first one-to-one voice instruction?
9. Do you remember your teacher using any metaphorical language in the voice lesson, especially any that stuck with you?
   - *This is to encourage teachers to think about some of the more evocative metaphors they have heard and to get them into thinking of and remembering the abstract references they had heard as students.*

10. Did your teacher include voice physiology in the lesson? If yes, to what extent did your teacher discuss/show/mention physiological technique?

11. How might your teacher have described these fundamental techniques to you?:
   - Supported breathing?
   - Body posture and avoiding tension or strain (particularly in the neck or the larynx)?
   - Sound production in the larynx?
   - Resonance spaces and shaping vowels/mouth space?

**B.1.3 How You Teach Others to Sing:**

Let’s now go through metaphors as if you were teaching a beginner student. You can instruct to me, as if I’m a beginner voice student, on the following metaphors:

12. How would you instruct on:
   - Supported breathing; for instance, if I’m using too much air too quickly and don’t have good control over my airflow?
   - Body posture; for instance, if I’m slouching and maybe have my shoulders rolled forward?
   - Avoiding tension; for instance, if I’ve locked my muscles or if I’m reaching with my chin and getting pinched sound when I sing high notes?
   - Resonance; for instance, I’m struggling to project my sound or I’m not shaping my vowels well and I’ve started to sing through a nasal sound?

13. In general, what is your feeling on the use of metaphor in voice education compared to physiology?

14. Would you prefer physiology or metaphor used more often/less often, or in some combination?

15. How do you feel physiological and metaphorical instruction might benefit or detract from the lesson?
### B.2 Imagery Self-Assessments

Teachers self-assessed their imagery abilities using the Bucknell Auditory Imagery Scale (BAIS) for auditory imagery ability (Halpern, 2015) and the Movement Imagery Questionnaire 3 (MIQ-3) for visual and kinetic imagery ability (Williams et al., 2012). The scores for each participant are included here. The scoring ranges from 1 to 7 on all scales.

<table>
<thead>
<tr>
<th>Pt</th>
<th>Internal Visual</th>
<th>External Visual</th>
<th>Kinaesthetic</th>
<th>Auditory Vividness</th>
<th>Auditory Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.00</td>
<td>6.25</td>
<td>5.75</td>
<td>4.00</td>
<td>5.14</td>
</tr>
<tr>
<td>4</td>
<td>4.75</td>
<td>6.00</td>
<td>3.75</td>
<td>5.42</td>
<td>4.86</td>
</tr>
<tr>
<td>5</td>
<td>6.00</td>
<td>6.00</td>
<td>6.25</td>
<td>5.14</td>
<td>4.36</td>
</tr>
<tr>
<td>8</td>
<td>5.00</td>
<td>6.00</td>
<td>3.25</td>
<td>4.36</td>
<td>4.64</td>
</tr>
<tr>
<td>10</td>
<td>7.00</td>
<td>6.00</td>
<td>6.50</td>
<td>6.07</td>
<td>5.79</td>
</tr>
<tr>
<td>11</td>
<td>5.50</td>
<td>6.75</td>
<td>6.75</td>
<td>6.43</td>
<td>6.71</td>
</tr>
<tr>
<td>12</td>
<td>6.75</td>
<td>6.00</td>
<td>5.00</td>
<td>5.57</td>
<td>4.93</td>
</tr>
<tr>
<td>17</td>
<td>5.00</td>
<td>5.00</td>
<td>5.75</td>
<td>4.07</td>
<td>4.14</td>
</tr>
<tr>
<td>18</td>
<td>6.50</td>
<td>6.75</td>
<td>6.00</td>
<td>6.71</td>
<td>6.86</td>
</tr>
<tr>
<td>19</td>
<td>5.75</td>
<td>6.50</td>
<td>5.50</td>
<td>6.00</td>
<td>6.57</td>
</tr>
<tr>
<td>22</td>
<td>5.75</td>
<td>5.75</td>
<td>5.75</td>
<td>5.93</td>
<td>5.64</td>
</tr>
<tr>
<td>24</td>
<td>6.50</td>
<td>5.75</td>
<td>5.75</td>
<td>6.50</td>
<td>6.79</td>
</tr>
<tr>
<td>M</td>
<td>5.88</td>
<td>6.06</td>
<td>5.50</td>
<td>5.52</td>
<td>5.54</td>
</tr>
<tr>
<td>SD</td>
<td>0.73</td>
<td>0.478</td>
<td>1.04</td>
<td>0.94</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Table B.1: Participant self-assessed scores on the MIQ-3 and BAIS for visual, kinaesthetic, and auditory imagery.
Appendix C

Exploring Vocal Movement & Perception

Materials and interview prompts from Chapter 9.

C.1 Interactivity Questionnaire

The Interactivity Questionnaire was completed during both debriefings:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Strongly Disagree</th>
<th>Disagree</th>
<th>Neither Agree nor Disagree</th>
<th>Agree</th>
<th>Strongly Agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>I felt connected to the sound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I was able to communicate musically through the sound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I felt in control of the sound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound felt unnatural to work with</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound felt like a part of me, an extension of my body</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I found the sound unresponsive and hard to control</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I was able to make connections between my movement and the sound</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The sound influenced the movements I was making</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.1: The Interactivity Questionnaire rating scale.
C.2 Vocalises

These four vocalises were tasked to the vocalists for the Targeted Technique phase. The exercises were sung to the vocalists during the Week 2 debriefing, which was recorded and offered back to the vocalists for reference. It was also offered to provide a transcription but all three vocalists declined this, working with the auditory reference.

1. Comfortable and flexible posture during singing.
At the start of the practice, stand or sit comfortably and align your posture to eliminate tension and create flexibility in the neck. Focus on release of tension. Keep the shoulders back, neck long and relaxed, chin tucked slightly down. Take as long as you need to feel comfortable.

2. Sustained and controlled breathing.
First work on a hissing vocalise to warm up and get the breath going. This should use a sustained Sss hiss sound, to move the air without pitch. Exhale on the hiss starting with four counts, then move to eight, and further if you wish. You can slow or speed up the tempo. Try to focus on sustaining the breath for longer and longer each time. Feel the tension in your abdomen but not in your neck and back as you control the breath.

3. Sound production with articulation.
Use a descending pattern on Ta ta ta ta ta (sol to do) to begin to create sound. Use the articulation to get the breath going and focus the sound. You can start as high or as low as you like and end where you choose. Focus on each pulse and the feeling of the articulation as you sing.

4. Vowel formation.
Use a sustained pitch to go through different vowel sounds Aa Eh Ee Oh Oo, ascending after each group. Again, start as high or as low as you like and end where you choose. Focus on the quality of the sound and creating clear, distinct sounds.

After completing these vocalises, sing again as you please - whatever you want to try or focus on. This can be from your normal repertoire if you are working on something in particular, or explore new vocalises or exercises as you please.

C.3 Interview Script & Prompts

Vocalists answered a series of semi-structured interview questions during each debriefing session:

C.3.1 Exploratory (Week 2)
- General
  - How are things going with the interaction experience?
  - Are there any [initial] impressions you want to share?
- **Interactivity Questionnaire**

[Complete the Interactivity Questionnaire] Please briefly explain your thinking or elaborate on why you select the answer.

- **Micro-phenomenological Interview**

_Vocalists are asked to choose a specific moment of connect between movement and sound they noticed to explore in a micro-phenomenological interview._

- **Controllability and Working with the Sound**

  - What are your overall impressions of the quality of the sound?
  - Do you find the sound pleasing to work with?
  - What would you wish to change about the sound?
  - Can you describe the connections between your movement and the resulting sound?

**C.3.2 Targeted Technique (Week 4)**

The second debriefing used the same components as above:

- **General**

- **Interactivity Questionnaire**

- **Micro-phenomenological Interview**

- **Vocal Fundamentals**

_This was the only section added to the interview script, to address the vocalises added:_

  For each vocalise _go through each one-by-one_:

  - Did you notice anything in particular about the sound while you performed the exercise?
  - Did this change over time (noticing anything more or less, different impressions)?
  - What was surprising? What was not?
  - If you were to teach someone else (a beginner student), how might you explain this technique?
  - What would you say about the sound while performing this? What would you tell that student to listen for?

- **Controllability and Working with the Sound**
Appendix D

Equipment & Materials

Here you can find a full list of materials used in each study, in the case that you wish to order any of them or reproduce this work exactly. For the other electrical components listed throughout, any version meeting the specifications listed is suitable.

D.1 Vocalists’ Use of Auditory Imagery

Equipment:

- ART 412-A speakers (RCF) - listening in-room to directions and audio feedback
- DT100 over-ear studio headset (Beyerdynamic) - listening to audio feedback
- C414B-XLI condenser microphone (AKG) - recording participants’ singing
- MG16XU mixing console (Yamaha) - routing microphone input and audio outputs
- 4-710d Tone-Blending mic preamp (Universal Audio) - amplifying recorded audio, boosting vocals in recordings
- 24” LCD monitor (BenQ) - viewing visual stimuli
- Mac Pro (Mac OS 10.14.1) - running other software

Software:

- Logic Pro X (Apple) - recording audio tracks
- MAX/MSP, Max 7 (Cycling’74) - producing and timing visual stimuli
- Tony (Queen Mary University of London) - annotating $f_0$ of sung pitches
- Sonic Visualiser (Queen Mary University of London) - annotating $f_0$ of sung pitches

Questionnaires:

- Goldsmiths Musical Sophistication Index (Gold-MSI) - assessing participant musical aptitude and ability
- Bucknell Auditory Imagery Scale (BAIS) - assessing participant auditory imagery
D.2 Understanding Vocal Perception

Other Materials:
- Goldsmiths Musical Sophistication Index (Gold-MSI) - assessing participant musical aptitude and ability
- Bucknell Auditory Imagery Scale (BAIS) - assessing participant auditory imagery
- Movement Imagery Questionnaire-3 (MIQ-3) - assessing participant kinetic and visual imagery

D.3 Surface Electromyography for Vocal interaction

Equipment:
- Gold-plated silver cup electrodes (MediMaxTech, New Malden, UK) - sEMG sensing
- Hypafix non-woven fabric tape (BSN Medical GmbH, Hamburg, Germany) - securing electrodes to skin
- Ten20 Conductive Paste (Weaver and Company, Aurora, CO, USA) - securing electrodes to skin
- Bela board (Bela) - signal processing
- OPA1612 (Texas Instruments) - op-amp for differential amplification of sEMG signals
- Hand-flat double bedded knitting machine (Dubied) - constructing the body of the Singing Knit
- Conductive zebra jersey (Hitek) - constructing soft fabric electrode pads
- MSO 2024B oscilloscope (Tektronix) - comparing signals in prototyping

D.4 Autoethnographic Interaction & Evaluation

Software:
- Supercollider v. 3.12.2 - sonification of sEMG data
- Pure Data, pd vanilla v. 0.52-2 - sonification of sEMG data

D.5 Vocalists’ Use of Auditory Imagery

Equipment:
- Kendall H124SG disposable ECG electrodes (Cardinal Health) - sEMG sensing
- CAB-12970 sensor cables (Sparkfun Electronics) - connecting electrodes to the VoxEMG boards
- Kinesiologie-Tape non-woven fabric tape (Altapharma) - securing electrodes to skin
- Aurora in-ear headphones (iFrogz) - listening to sonified feedback

Software:
- Pure Data, pd vanilla v. 0.52-2 - sonification of sEMG data
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